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ABSTRACT
Connected Matchings in Special Families of Graphs

Christopher J. Caragianis

November 15, 2012

A connected matching in a graph is a set of disjoint edges such that, for any pair of these edges, there is another edge of the graph incident to both of them. This dissertation investigates two problems related to finding large connected matchings in graphs.

The first problem is motivated by a famous and still open conjecture made by Hadwiger stating that every $k$-chromatic graph contains a minor of the complete graph $K_k$. If true, Hadwiger’s conjecture would imply that every graph $G$ has a minor of the complete graph $K_{n/\alpha(G)}$, where $\alpha(G)$ denotes the independence number of $G$. For a graph $G$ with $\alpha(G) = 2$, Thomassé first noted the connection between connected matchings and large complete graph minors: there exists a positive constant $c$ such that every graph $G$ with $\alpha(G) = 2$ contains $K^{1+\epsilon}$ as a minor if and only if there exists a positive constant $c$ such that every graph $G$ with $\alpha(G) = 2$ contains a connected matching of size $cn$. In Chapter 3 we prove several structural properties of a vertex-minimal counterexample to these statements, extending work by Blasiak. We also prove the existence of large connected matchings in graphs with clique size close to
the Ramsey bound by proving: for any positive constants $b$ and $c$ with $c < \frac{1}{4}$, there exists a positive integer $N$ such that, if $G$ is a graph with $n \geq N$ vertices, $\alpha(G) = 2$, and clique size at most $b\sqrt{n\log(n)}$, then $G$ contains a connected matching of size $cn$.

The second problem concerns the computational complexity of finding the size of a maximum connected matching in a graph. This problem has many applications including, when the underlying graph is chordal bipartite, applications to the bipartite margin shop problem. For general graphs, this problem is NP-complete. Cameron has shown the problem is polynomial-time solvable for chordal graphs. Inspired by this and applications to the margin shop problem, in Chapter 4 we focus on the class of chordal bipartite graphs and one of its subclasses, the convex bipartite graphs. We show that a polynomial-time algorithm to find the size of a maximum connected matching in a chordal bipartite graph reduces to finding a polynomial-time algorithm to recognize chordal bipartite graphs that have a perfect connected matching. We also prove that, in chordal bipartite graphs, a connected matching of size $k$ is equivalent to several other statements about the graph and its biadjacency matrix, including for example, the statement that the complement of the latter contains a $k \times k$ submatrix that is permutation equivalent to strictly upper triangular matrix.
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1. INTRODUCTION

In broadest terms, this dissertation investigates “pairing up” problems. Assigning workers to jobs, putting students into cooperative pairs, scheduling processes to machines, and choosing efficient locations for building bridges between roads are all examples of this sort of problem. We look at special kinds of pairing schemes that have certain interconnectedness properties, and how they can be accomplished under various restrictions in diverse circumstances.

When we model these scenarios with graphs, the type of pairing we are interested in will be called a connected matching. While gaining insight into practical issues such as the ones listed above is a worthy goal on its own, we will see that detecting connected matchings in graphs is a rich and complex computational task. Furthermore, in certain families of graphs, the existence of large connected matchings is equivalent to Hadwiger’s conjecture, a famous open problem in graph theory.

The objective in this study is to carry forward the theory of connected matchings in both the computational and structural areas. We aim to further flesh out the complexity of detecting connected matchings, determining with greater specificity the classes of graphs for which connected matching problems are tractable. We also present progress on a conjecture related to the existence of large connected matchings.
in graphs with independence number 2. We will also consider real world problems to which we apply our findings.

In the remainder of this chapter, we walk through the basic graph theoretic ideas employed in this dissertation, and introduce some new ideas that clarify later explanations. Next, we will introduce the extremal problem of connected matchings and place it in a theoretical context. In Chapter 3, we will present recent progress and original work on a version of that extremal problem. In Chapters 4 and 5, we will explore the computational issue of detecting connected matchings in some special families of graphs, and cite examples of optimization problems that can make use of these results. Finally, we will take a look at problems that are tangential to our main subject, but too appealing to be left behind.

1.1. Background

Formally speaking, a finite simple graph $G = (V(G), E(G))$ consists of a set $V(G)$ called the vertex set and a set $E(G)$ of two element subsets of $V(G)$ called the edge set. We think of a graph as a collection of vertices, some of which are joined by edges. Graphs are typically used to model systems with a connectedness relation, as in the following examples:

- A collection of people is modeled with a vertex set and an edge is placed between pairs of vertices corresponding to pairs of people who are friendly with each other (a social network graph).

- A collection of computers is modeled with a vertex set and an edge is placed
between pairs of vertices corresponding to pairs of computers with a physical network cable between them (a computer network graph).

- The courses in a mathematics department are modeled with vertices. An edge is placed between them if their meeting times overlap (a scheduling graph).

We use a shortened notation for edges. If edge $e$ in a graph $G$ is the set containing vertices $u$ and $v$, we write $e = uv$. The complement of a graph $G$, denoted $\overline{G}$, is the graph on the same vertex set as $G$ in which the edge $uv \in E(\overline{G})$ if and only if $uv \notin E(G)$.

1.1.1. Matchings and connected matchings

An edge $e$ of a graph is said to be incident to each of its endpoints. A vertex $v$ is saturated or covered by any collection of edges containing an edge incident to $v$. A matching in a graph is a collection of disjoint edges. A perfect matching is a matching that covers every vertex in the graph exactly once. Each vertex covered by a matching is “matched” unambiguously to one other vertex by the matching edge that touches it.

A powerful theoretical tool for proving the existence of matchings is Hall’s condition. For a set $S$ of vertices in a graph $G$, let $N(S)$ be the open neighborhood of $S$, that is, the set of vertices in $V(G) - S$ that are adjacent to a vertex from $S$. Hall’s condition, which can be proven by induction, states that if $S$ has the property that for every subgraph $T \subseteq S$, $|N(T) \cap V(G) - S| \geq |T|$, then there is a matching in $G$ from $S$ to $G - S$ that saturates $S$. We will apply Hall’s condition several times in this
Matchings in graphs are used to model pairings. Consider a graph with one subset of vertices representing jobs and another representing workers. Place an edge between a job and a worker if that worker is trained to perform that job. If each worker performs one job at a time, and each job needs only one worker, then a feasible assignment of jobs to workers is modeled by a matching.

A pair of disjoint edges $e = uv$ and $f = xy$ in a graph $G$ is separable if and only if none of the edges $ux, uy, vx, vy$ are present in $G$. A pair of edges that are not separable is called neighborly. A graph is called separable if and only if it has a separable pair of edges. Figure 1.1.1 exhibits the ways in which a pair of edges in a graph may be separable or neighborly.

A connected matching in a graph $G$ is a matching $M$ with the additional property that no two edges of $M$ are separable in $G$. We use this property to model various “matching-type” problems with extra requirements.
1.1.2. Graph coloring

Suppose we have a graph $G = (V, E)$. If we take a subset $V'$ of $V$ and subset $E'$ of $E$ so that every $e$ in $E'$ is a subset of $V'$, then the graph $G' = (V', E')$ is called a subgraph of $G$. Intuitively, we create a subgraph by selecting vertices from a graph, and then choosing to include or exclude edges from the original graph whose endpoints are among the vertices we have selected. An edge that has both endpoints in a set $S$ of vertices is said to be induced by $S$. The subgraph created by choosing a set $S$ of vertices and all edges induced by $S$ is called the subgraph of $G$ induced by $S$, denoted $G[S]$.

A set of vertices in a graph is called independent if it induces a graph with no edges. Let $\alpha(G)$ denote the size of the largest independent vertex set of $G$, called the independence number of a graph $G$.

Consider the scheduling graph we introduced earlier in this section. If two classes are in meetings at the same time at any point during the week, the corresponding vertices are joined by an edge. Each independent set therefore represents a collection of courses that do not overlap in time. Hence, a collection of courses we could feasibly assign to a single instructor corresponds to an independent set of vertices in the scheduling graph. We therefore model the task of assigning courses to instructors by partitioning the vertices of the scheduling graph into independent sets.

Another way of looking at a partition of this kind is as a proper vertex coloring. Suppose we give each instructor a color, and visualize the scheduling graph with each vertex colored according to the instructor assigned to the corresponding course. If the
assignment is feasible, then no pair of adjacent vertices has the same color assigned to each. Formally, we define a proper vertex coloring as a partition \( C = \{ C_1, C_2, \ldots, C_k \} \) of the vertex set of a graph \( G \) with the property that each color class \( C_i \) is an independent set.

A natural question arises in the scheduling graph model. How many instructors are needed to teach a certain collection of courses? In general, given a graph \( G \), how many colors are needed to properly color its vertices? The minimum number of colors needed to properly color a graph \( G \) is called the chromatic number of \( G \), denoted \( \chi(G) \). For instance, a collection of three mutually adjacent vertices clearly requires three different colors in a proper coloring. However, a sequence of vertices each of which is adjacent to the precedent and antecedent vertices (a path graph) requires only two colors no matter how many vertices are used. A particularly interesting class of graphs are those with chromatic number two, called bipartite graphs. We denote a bipartite graph \( G \) as \((A, B; E)\) where \( E \) is the edge set and \( A \) and \( B \) are the partite sets, i.e., the independent sets in a particular proper coloring of \( G \).

1.1.3. Perfect graphs

The complementary notion of independence is completeness. If a subset \( S \) of vertices in a graph \( G \) induces all possible edges between vertices of \( S \), we say \( S \) induces a complete graph or a clique. For the complete graph on \( n \) vertices, we use the notation \( K_n \). The size of the largest clique contained in \( G \) is the clique number, denoted \( \omega(G) \).

It’s not hard to see that if a graph contains a clique on \( k \) vertices, then a proper coloring will require at least \( k \) colors. Each vertex of the clique is adjacent to all the
Figure 1.2: The graph $C_5$ requires three colors, but has no triangle as a subgraph.

others, and thus requires its own color. However, it is not the case that a graph must contain a clique on $k$ vertices to require $k$ colors for proper coloring. Consider a graph on five vertices $v_1, v_2, v_3, v_4,$ and $v_5$. Add an edge between vertices whose indices differ by 1 modulo 5. This graph, as shown in Figure 1.1.3 is known as the cycle on five vertices (denoted $C_5$); it has no clique of three vertices, yet requires three colors for a proper coloring.

A graph $G$ is perfect if and only if the chromatic number of each of its induced subgraphs is equal to the clique number of that subgraph. One of the great accomplishments of modern graph theory has been the characterization of perfect graphs given by the Strong Perfect Graph Theorem.

**Theorem 1** (Strong Perfect Graph Theorem). A graph $G$ is perfect if and only if both $G$ and $\bar{G}$ have no induced subgraph that is an odd cycle of length at least 5.

This statement stood as a conjecture since its announcement by Berge in 1960 until finally proven by Chudnovsky, Robertson, Seymour, and Thomas [9] in 2006.
1.1.4. Hadwiger's conjecture

One of the key threads in the development of graph theory through the past 60 years has been the search for upper bounds on the chromatic numbers of graphs. One type of conjectured upper bound involves relaxing the notion of a clique to some broader class of graphs that includes cliques. A subdivision of a graph $G$ is a graph obtained from $G$ by successively subdividing edges of $G$. To subdivide an edge $uv$, we introduce a new vertex $w$, and replace the edge $uv$ with edges $uw$ and $wv$. Hajas conjectured that a graph with chromatic number at least $k$ must contain a subdivision of a $k$-vertex clique as a subgraph. This was shown to be false for $k \geq 7$ by Catlin [8] in 1979, but the cases of $k = 5$ and $k = 6$ remain open. This (ultimately false) conjecture was offered as a strengthening of the classic conjecture of Hadwiger concerning graph minors.

We say that $G$ contains $H$ as a minor (denoted $H \leq_m G$) if a graph isomorphic to $H$ can be obtained from a subgraph of $G$ by a series of edge contractions and vertex deletions. An edge contraction, as we see in Figure 1.3, consists of identifying a pair of adjacent vertices $u$ and $v$ as a single vertex that is adjacent to any vertices adjacent to $u$ or $v$. The sets of vertices contracted to exhibit a particular minor in a graph are
called the *branch sets* of that minor.

The *Hadwiger number* of a graph $G$, denoted $\eta(G)$, is the largest integer $n$ for which $G$ contains $K_n$ as a minor. Hadwiger’s conjecture [20] claims that this is an upper bound on the chromatic number of a graph.

**Conjecture 1.** *For any graph $G$,*

$$\eta(G) \geq \chi(G)$$

Some progress has been made toward resolving this conjecture. Erdős, Bollobas and Catlin [5] showed that almost all\(^1\) graphs satisfy the conjecture. For chromatic numbers 1 and 2 the result is trivial. For chromatic number 3 it is a simple exercise\(^2\). Dirac [10] proved the case of chromatic number 4 in 1952. The case of chromatic number 5 can be shown to be equivalent to the famous four-color theorem, and Robertson, Seymour and Thomas proved the same in 1993 for the case of chromatic number 6 [32]. For larger chromatic numbers, the conjecture remains open. One motivation for this study is an attempt to develop other types of partial results, as we will see in the following chapter.

---

\(^1\)A *random graph* is a probability space on all graphs with $n$ vertices. The space used in this proof is such that the probability of any particular edge being present in the sample graph is a fixed value $0 < p < 1$. In this case, “almost all” means with probability approaching 1 as $n$ increases without bound.

\(^2\)To see this, consider that any graph without an odd cycle as an induced subgraph can be properly colored with two colors. Thus a graph with chromatic number 3 must have an odd cycle that can be contracted to a triangle.
1.2. Complexity

A large part of this dissertation is concerned with algorithms for finding connected matchings. We ask whether or not “good” algorithms for finding connected matchings can be found. The starting point, as we will see in Chapter 4, is that the general problem of finding connected matchings is *NP-complete*. The complexity class NP consists of computational problems that have a *polynomial-time verifier*, which is to say that a proposed solution can, if correct, be *shown* to be correct in a number of steps that scales polynomially with the size of the input. It is unknown whether or not the class NP coincides with the class P of problems that can be solved in a number of steps that scales polynomially with the size of the input. This is the famous P vs. NP question, far and away the outstanding open question in computational complexity theory.

If it can be shown that every other problem in NP can be reduced to a given problem in NP, then this problem is said to be NP-complete. In practice, this is typically accomplished by reducing one of a known collection of NP-complete problems to the problem in question. For an excellent overview of the theory of NP-completeness, see Garey and Johnson [16]

1.3. Proximity coloring

Two vertices $u$ and $v$ in a graph $G$ are *connected* if there is a sequence of vertices, each adjacent to the previous, that begins with $u$ and ends with $v$ (Such a sequence is called a *path*). We define the *connectivity* of a pair of connected vertices in a graph
A collection of vertices whose removal renders a graph disconnected is called a cut and a cut in $G$ of size $\kappa(G)$ is called a minimum cut.

When a connected graph is used as a “map” of some real-world network of interconnected nodes, we may be curious about how many “steps” it takes to get from one node to another. Suppose we look at a city road map and would like to determine the shortest route from the corner of 4th and Hill streets to the corner of 9th and Jefferson streets. What do we mean by shortest? An actual road map would be able to tell us the distance “as the crow flies” or the distance along roads. We could estimate our travel time based on speed limit and traffic considerations. Or we could ask for the route that minimizes the number of stop lights we encounter. Let us consider this last notion of distance. We model the intersections as vertices in a graph and place an edge between vertices corresponding to intersections joined by an uninterrupted stretch of roadway. The “minimum stop light path” is the same as the shortest (in the sense of fewest edges) path in the graph from one vertex to another.

The distance in a graph $G$ between vertices $u$ and $v$ (denoted $d(u, v)$ or $d_G(u, v)$ if we wish to emphasize the choice of graph) is the number of edges in the shortest path between $u$ and $v$ using edges of $G$. The maximum distance between vertices of $G$ is called the diameter of $G$, denoted $diam(G)$. In the above example, we may not
be interested in the number of miles we drive from one intersection to the other, but only in the number of intersections through which we travel. Graph distance tells us about the proximity of vertices in the topology of the graph.

Suppose $G$ is a connected graph on $n$ vertices. Consider also the edges of the complete graph on $n$ vertices (denoted $K_n$). We construct the proximity partition of $E(K_n)$ by collecting these edges into sets according to the minimum distance in $G$ between the endpoints. Define a relation ~ on the edges of $K_n$ so that $uv \sim u'v'$ if and only if $d_G(u, v) = d_G(u', v')$. Clearly, this is an equivalence relation. The proximity partition of $E(K_n)$ induced by $G$ consists of the equivalence classes of this relation. Sometimes we may only be interested in distances that fall below a certain threshold. Perhaps in our application certain distances are simply considered “too far” to be of any note. In this case, we consider the proximity $k$-partition $P^k_G$ induced by $G$, where for $1 \leq i < k$, vertices are related as above, and all pairs $u, v$ with $d_G(u, v) > k$ are collected into a single class. For small values of $k$, we may think of this partition as an edge coloring of $K_n$ and refer to the proximity $k$-coloring of $K_n$.

The proximity 3-coloring is helpful in studying connected matchings, so we introduce a further shorthand. We color the distance 1 edges (i.e. the underlying graph) blue, the distance 2 edges green, and all other edges red, as we see in Figure 1.4. We then refer to the resulting edge colored $K_n$ as the RGB graph induced by $G$ (see, e.g., Figure 1.4).
1.3.1. Line Graphs

Proximity colorings and RGB graphs become useful to connected matching problems when we consider line graphs. The line graph of a graph $G$ (denoted $L(G)$) is a graph whose vertex set is the edge set of $G$ and vertices in $L(G)$ are adjacent if and only if the corresponding edges in $G$ share an endpoint. A simple example of a line graph is exhibited in Figure 1.5.

**Proposition 1.** Connected matchings in a graph $G$ correspond to green cliques in the RGB graph induced by $L(G)$.

*Proof.* Incident edges of $G$ correspond to adjacent vertices in $L(G)$. If we have a pair of edges $e, f \in E(G)$ that are disjoint and neighborly, then there is some edge $g \in E(G)$ between an endpoint of $e$ and an endpoint of $f$. Hence, $eg, fg \in E(L(G))$.
Figure 1.6: Correspondence between pairs of edges in $G$ and the RGB edges of $L(G)$.

and $ef \notin E(L(G))$. This means that $d_{L(G)}(e, f) = 2$, and $ef$ is green in the RGB graph induced by $L(G)$, as shown in Figure 1.3.1. Since connected matchings are collections of pairwise non-incident and neighborly edges, the green cliques in the RGB graph induced by $L(G)$ correspond to connected matchings in $G$.

Predictably, some complexity results on connected matching problems essentially rest on clique problems in RGB graphs of line graphs. While clique problems are in general NP hard, there are special classes of graphs, such as perfect graphs, for which they can be solved efficiently. We will see that some graphs retain this quality in the green graph of their line graph.
2. THE EXTREMAL PROBLEM

Most of the work that has been done on connected matchings concerns the minimum size of a largest connected matching in a graph with certain properties. This is the extremal problem of connected matchings. In particular, how many vertices must a member of a certain class of graphs have before the existence of a connected matching of a certain size is guaranteed? In this chapter we discuss a connection between a certain special case of Hadwiger's conjecture and the extremal problem of connected matchings.

2.1. Extremal problems

Extremal graph theory is concerned with finding the maximum or minimum (by a variety of measures) graphs that have a certain property. Typically, an extremal problem asks “How many edges must be present in a graph with $n$ vertices to ensure $X$”, or “How many vertices must a graph with property $P$ have to ensure $X$”. The iconic example of an extremal problem, one which we use in Section 3.2.1, is the problem of edges and cliques. How many edges must a graph on $n$ vertices have to ensure the existence of a clique of size $k$? The answer is due to Túran in 1941. Túran’s answer [34] explicitly constructed the extremal graph, that is, the graph on $n$ vertices
with no $k$-clique and the maximum number of edges. Let $T(n, r)$ be the graph on $n$ vertices constructed by dividing the vertices as evenly as possible into $r$ parts and adding all edges among the parts. This is the complete balanced $r$-partite graph on $n$ vertices, also called a Turán graph.

**Theorem 2.** The $n$ vertex graph with no complete subgraph on $r$ vertices and the maximum number of edges is $T(n, r - 1)$.

Many proofs of this theorem can be found in various graph theory texts, see [1] for several interesting proofs.

2.2. A special case of Hadwiger’s conjecture

In Chapter 1 we discussed some partial results on Hadwiger’s conjecture, primarily for the special cases arising from restricting the chromatic number. Now we turn our attention to a different sort of special case. A proper vertex coloring can be thought of as a partitioning of the vertex set into independent sets. This gives us an easy lower bound on the chromatic number in terms of the size of a largest independent set. The least number of colors needed would be realized when all color classes are the same size, so $\chi(G) \geq n/\alpha(G)$. This leads to the following weakening of Hadwiger’s conjecture.

**Conjecture 2** (Weaker version of Hadwiger’s conjecture). For all graphs $G$,

$$\eta(G) \geq \frac{n}{\alpha(G)}.$$
At the present time, this conjecture is open for any particular value of $\alpha$. However, it was recently shown by Fradkin [14] to hold for claw-free graphs with $\alpha \geq 3$. An examination of this problem by Duchet and Meyniel [11] yielded the following bound.

**Theorem 3.** For any graph $G$,

$$\eta(G) \geq \frac{n}{2\alpha(G) - 1}$$

This is turn was improved by Kawarabayashi et. al [21] for almost all values of $\alpha$.

**Theorem 4.** For any graph $G$ on $n$ vertices with $\alpha(G) \geq 3$

$$\eta(G) \geq \frac{n(4\alpha(G) - 2)}{(4\alpha(G) - 3)(2\alpha(G) - 1)}$$

The first improvement by an absolute constant factor comes from Fox [13] who shows that

**Theorem 5.** Let $c = \frac{29 - \sqrt{613}}{28}$. Then for any graph $G$,

$$\eta(G) \geq \frac{n}{(2 - c)\alpha}$$

The specific case of $\alpha(G) = 2$ has attracted much attention. Plummer, Stiebitz and Toft gave this case a thorough treatment in [30]. Despite many partial and tangential
results on this case, the bound in Theorem 3 is still the best known for $\alpha = 2$
(Note that for small values of $\alpha$, the bound in Theorem 3 is better than the bound
in Theorem 5). In addition to their work on Hadwiger’s conjecture, Plummer et.
al introduce the idea of a connected matching. This led to the following extended
conjecture.

**Conjecture 3** (PST extension of Hadwiger’s conjecture). *Every graph $G$ with $\alpha(G) = 2$ and $n$ vertices has a connected matching $M$ such that the contractions of the edges
in $M$ to $|M|$ single vertices result in a graph containing $K_{\lfloor n/c \rfloor}$

This was also conjectured by Seymour and is sometimes referred to as *Seymour’s
strengthening of Hadwiger’s conjecture*. Plummer, Stiebitz and Toft prove this con-
jecture for all inflations\(^1\) of graphs with independence number 2 and fewer than 12
vertices, as well as inflations of an infinite family of $\alpha = 2$ graphs.

2.3. Connected matchings in graphs with $\alpha = 2$

The strengthened version of Hadwiger’s conjecture for graphs with independence
number 2 placed connected matchings front and center. Seymour is credited with
presenting the problem of improving the bound of Duchet and Meyniel in the case of
independence number 2.

**Conjecture 4.** There exists $\epsilon > 0$ so that every graph $G$ with $n$ vertices and $\alpha(G) = 2$
contains $K_{\lceil \frac{1}{4} + \epsilon \rceil n}$ as a minor.

\(^1\)An inflation of a graph is obtained by replacing some vertices with complete graphs of any size
all of whose vertices are adjacent to the neighbors of the replaced vertex.
One of the results of Kawarabayashi et. al in [21] effectively reduces this problem to an extremal problems on connected matchings.

**Theorem 6.** If a graph $G$ on $n$ vertices with $\alpha(G) \leq 2$ contains a connected matching of size greater than or equal to $kn > 0$, then $G$ has $K_{\lceil (n/3)(1+k/3) \rceil}$ as a minor.

Conversely, if $G$ has $K_{\lfloor cn \rfloor}$ as a minor for $c > \frac{1}{3}$, then $G$ contains a connected matching of size at least $(3c - 1)n/4 - \frac{1}{2}$.

Thus, if there is some $k$ for which every graph with independence number two on $n$ vertices has a connected matching of size $kn$, then Conjecture 4 must be true. Gyárfás, Füredi, and Simonyi presented this extremal conjecture explicitly in [15]

**Conjecture 5.** There exists some constant $c$ such that every graph $G$ with $n$ vertices and $\alpha(G) = 2$ has a connected matching of size $cn$.

Furthermore, they conjecture on the value of the constant $c$

**Conjecture 6.** Every graph $G$ with $4t - 1$ vertices and $\alpha(G) = 2$ has a connected matching of size $t$.

They prove this for values of $t$ up to 17, and show that it is sharp by exhibiting the example of $G$ consisting of two disjoint and disconnected cliques.

Another result found in [30] is that if $H$ is a 4-vertex graph with $\alpha(H) \leq 2$, and $G$ is an $n$ vertex graph with $\alpha(G) = 2$ and no copy of $H$ as an induced subgraph, then $G$ has $K_{\lfloor n/2 \rfloor}$ as a minor. Kriesell has recently [24] improved this result by adding the 5 vertex graphs to this list.
Figure 2.1: The graphs $B$ and $B^-$ referred to in Theorem 8.

**Theorem 7.** Let $H$ be any graph with $\alpha(H) \leq 2$ on at most 5 vertices. Then every $\{K_3, H\}$-free graph on $n$ vertices has a collection of $\lceil n/2 \rceil$ pairwise adjacent edges and vertices.

From this and the second part of theorem 6 we conclude that every $\{K_3, H\}$-free graph on $n$ vertices has a connected matching of size $\lceil \frac{n}{2} \rceil$. However when $H = \overline{K_{2,3}}$, Kriesell has found that we can say even more.

**Theorem 8.** Every connected, $\{K_3, \overline{K_{2,3}}\}$-free graph on $n$ vertices nonisomorphic to $B$ or $B^-$ in Figure 2.1 has a connected dominating matching of size $\lfloor \frac{n}{2} \rfloor$. 
3. THE EXTREMAL CONJECTURE

Now we focus directly on the extremal conjecture of Gyárfás, Füredi and Simonyi (Conjecture 5). We show that among certain families of graphs with independence number 2, the size of a maximum connected matching is linear in the number of vertices. We “piggyback” in some cases on results related to Seymour’s strengthening of Hadwiger’s conjecture, optimizing them for connected matchings. Furthermore, we prove the conjecture for a class of graphs that appear with probability one in a natural random process generating graphs with independence number 2.

The progress on Conjecture 5 presented in this chapter splits into large clique cases and small clique cases. For graphs with $\alpha = 2$ that have large cliques (i.e., cliques whose size is linear in the number of vertices in the graph) it is relatively simple to construct the largest possible connected matching arising from a large clique as we show in Section 3.1. The structure of graphs with independence number 2 allows us to draw conclusions on the possible minimum degree and connectivity properties of a counterexample to Conjecture 5.
3.1. Large clique cases

As noted earlier, Gyárfás, Füredi and Simonyi prove that for \( t \leq 16 \), any graph \( G \) with \( \alpha(G) = 2 \) has a connected matching of size \( t \). In so doing, they implicitly introduce an important lemma concerning the relationship between cliques and connected matchings.

**Lemma 1** (GFS). Let \( 0 < c < 1/4 \). If \( G \) is a graph with \( \alpha(G) \leq 2 \) with \( \omega(G) \geq cn \), then \( G \) has a \( \lfloor cn \rfloor \)-connected matching.

**Proof.** Let \( S \) be a set of \( cn \) vertices inducing a clique. For any subset of \( S' \subseteq S \), the intersection \( I = \bigcap_{s \in S'} \{ v \in V(G) : sv \notin E(G) \} \) induces a clique. If for any \( S' \subseteq S \), \( |I| > n/2 \), then there is a \( n/4 \)-connected matching in the clique induced by \( I \). Otherwise,

\[
|N(S')| = n - |S'| - |I| \\
\geq n - |S'| - \frac{n}{2} \\
\geq \frac{n}{4} \\
> |S'|
\]

for all \( S' \subseteq S \). Hence, by Hall’s condition (see e.g., [35]), a matching from the vertices of \( S \) to the vertices of \( V(G) - S \) exists. This matching must be connected, since \( S \) induces a clique.

We might suggestively call this the “spider lemma” as it exhibits a connected matching with a “head” (the clique) and many “legs” (the matching with one side...
inducing the clique). Using the spider lemma, we deduce some structural qualities that a counterexample to Conjecture 5 must possess. Chief among these is high connectivity, because, in graphs with independence number at most two, disjoint sets of vertices with no edges between them must induce cliques. First, we make explicit the relationship between Conjecture 5 and Seymour’s strengthening of Hadwiger’s conjecture (As described in Chapter 2. Hereafter, SSH.). The following proposition shows that SSH implies the GFS conjecture.

**Proposition 2.** If SSH holds for a graph $G$ on $n$ vertices with independence number 2, then $\nu_c(G) \geq n/4$.

*Proof.* Let $\mathcal{M}$ be the collection of branch sets of a $K_{n/2}$ minor of $G$ that satisfies the hypothesis of SSH (all branch sets of size 2 or 1). Let $M_1$ be the collection of elements of $\mathcal{M}$ consisting of single vertices and $M_2$ the collection of elements of $\mathcal{M}$ consisting of edges. Obviously, $M_2$ is a connected matching. Furthermore, any matching of the clique induced by $M_1$ forms a connected matching that extends the connected matching formed by $M_2$, because

$$\nu_c(G) \geq \left\lfloor \frac{|M_1|}{2} \right\rfloor + |M_2| \geq \left\lfloor \frac{|M_1| + |M_2|}{2} \right\rfloor = \left\lfloor \frac{n}{4} \right\rfloor$$

$\square$

In Lemma 2.1 of Blasiak’s paper [3], the author shows that any $\alpha = 2$ graph with connectivity less than $n/2$ satisfies SSH. We show the following for higher connectivity.

**Lemma 2.** If $G$ is a graph on $n$ vertices with $\alpha(G) \leq 2$, then $\nu_c(G) \geq \frac{n - \kappa(G)}{4}$. If
\(\kappa(G) \geq n/2\), then \(\nu_2(G) \geq n - \kappa(G)\).

**Proof.** Let \(G\) be a graph on \(n\) vertices with \(\alpha(G) \leq 2\). Because cuts in \(\alpha = 2\) graphs separate components that must be cliques, at least one component has at least \(\frac{n - \kappa(G)}{2}\) vertices. Any matching in this clique component is connected, so \(G\) has a connected matching of size \(\frac{n - \kappa(G)}{4}\).

The proof of the second claim follows the strategy of Lemma 2.1 of [3]. Assume that \(\kappa(G) \geq n/2\). Let \(S\) be a minimum cut set of \(G\). Let \(L, R\) be a partition of \(V(G) - S\) so that there are no edges joining vertices from \(L\) to vertices from \(R\). Since \(\alpha(G) = 2\), \(L\) and \(R\) are cliques. Every vertex of \(S\) is adjacent to every vertex of \(L\) or adjacent to every vertex of \(R\). We say that a vertex is complete to a set of vertices if it is adjacent to every vertex in the set. Let \(S_L\) be the set of vertices complete to \(L\) and \(S_R\) be the set of vertices complete to \(R\). We claim that between any \(A \subseteq S_L\) with \(|A| \leq |R|\) and \(R\) (\(S_R\) and \(L\) resp.) there is a matching that saturates \(A\). Suppose there is no matching from \(R\) that saturates \(A\). Halls condition then implies that there is a subset \(T\) of \(A\) such that \(|N(T) \cap R| < |T|\). But then \((S - T) \cup (N(T) \cap R)\) is a cut set separating \(L \cup T\) and \(R - N(T)\). This set is smaller than \(S\), yielding a contradiction.

Let \(M\) be the largest possible matching obtained with edges between \(S_L\) and \(R\) (temporarily named type 1 edges) and edges between \(S_R\) and \(L\) (type 2 edges). This matching is connected. To see this, note that the collections of edges of each type form “spiders” because \(R\) and \(L\) are cliques. Furthermore, without loss of generality, the \(S_L\) ends of the type 1 edges are complete to \(L\), and hence adjacent to an endpoint of every type 2 edge.
If both $|R| \leq |S_L|$ and $|L| \leq |S_R|$ (and $\kappa(G) \geq n/2$), then we can find $T_L \subseteq S_L$ and $T_R \subseteq S_R$ so that $T_L$ and $T_R$ are disjoint, $|T_R| = |L|$, and $|T_L| = |R|$. Thus, using the above claim, we construct a connected matching saturating $V(G) - S$.

Without loss of generality, $|R| > S_L$. This means that $|L| \leq S_R$, as $S \geq n/2$ and $S \subseteq S_L \cup S_R$. Let $R^u$ denote the set of vertices of $R$ unmatched by $M$. Since $|S| \geq n/2$, we assume that we have matched all the vertices of $S_L$ to vertices in $R$. Consequently, there are at least $|R^u|$ unmatched vertices of $S_R$ (denoted $S_R^u$). Augment $M$ with any matching from the biclique between $R^u$ and $S_R^u$ saturating $R^u$ to yield $M'$. These new edges are mutually connected, and connected to any type 1 or type 2 edges via edges of $R$ in the case of type 1, or edges from $S_R$ to $R$ in the case of type 2. Now $M'$ is a connected matching saturating $R \cup L$, and $|R \cup L| = n - \kappa(G)$.

This lemma, together with the spider lemma, allows us to collect the properties of a “large-clique” counterexample to Conjecture 5. Say that an edge $e$ dominates a vertex $v \notin e$ if $v$ is adjacent to an endpoint of $e$. The following proposition collects these properties.

**Proposition 3.** If $G_c$ is a vertex-minimal counterexample to Conjecture 5 with $n$ vertices, then the following conditions must be satisfied:

1. $\omega(G_c) < cn$.

2. $\delta(G_c) \geq (1 - c)n$.

3. $G_c$ has diameter 2.

4. $G_c$ is $(1 - c)n$-connected.
5. \( G_c \) has no edge dominating \( c(n - 1) \) vertices.

Proof. Items 1 and 4 follow directly from the two lemmas. The collection of non-neighbors of a vertex in an \( \alpha = 2 \) graph form a clique, which leads to item 2. Applying the pigeonhole principle together with the assumption in item 2, every pair of vertices share a neighbor, so \( G_c \) has diameter 2.

Consider a vertex-minimal counterexample \( G_c \). Following from the work of Gyárfás et al., we know that small graphs (fewer than 67 vertices) satisfy Conjecture 5 for any \( c \leq 4 \). Assume that the conjecture holds up to \( n - 1 \) vertices. Any edge dominating a connected matching clearly extends that connected matching. Thus our minimal counterexample must not dominate \( c(n - 1) \) vertices, lest it dominate a connected matching of size \( n - 1 \) by the induction hypothesis. \( \square \)

Taken altogether, the results of this section show that a counterexample to Conjecture 5 must be highly connected, yet avoid large cliques. As Blasiak remarks in [3], this means that the most “mysterious” cases arise when minimum degree and connectivity are close to the number of vertices in the graph. These are what we call the small clique cases. We show next that one important class of these graphs, the Ramsey graphs with independence number 2, satisfy Conjecture 5.

3.2. The small clique cases

To work on graphs with independence number 2 and only the smallest possible cliques, we employ results from an area known as Ramsey theory. Ramsey theory is concerned with the study of highly organized, unavoidable substructures in large structures.
This unavoidability is sometimes summarized by the statement “Complete disorder is impossible”.

3.2.1. Ramsey’s theorem

Ramsey theory tells us that a large enough graph must either have a clique or independent set of a certain size. This makes intuitive sense, if there are few enough edges in a graph to avoid a large clique, then there ought to be a large independent set. Ramsey formalized and proved this intuition in the following theorem [31].

**Theorem 9.** For any pair of positive integers \((r, s)\), there exists a least positive integer \(R(r, s)\) such that for any graph on \(R(r, s)\) vertices, there exists either a complete subgraph on \(r\) vertices in \(G\) or an independent set of \(s\) vertices in \(G\).

This number \(R(r, s)\) is known as a Ramsey number.

We study graphs that are, in a sense, extremal with respect to Ramsey numbers. In particular, we study \(\alpha = 2\) graphs. This means we are most interested in the triangle Ramsey numbers \(R(3, k)\). In [23], Kim famously proved that the magnitude of \(R(3, k)\) is on the order of \(k^2/\log k\). For any positive constant \(B\), we call the class of \(\alpha = 2\) graphs with \(n\) vertices and no clique of size \(B\sqrt{n\log n}\) the triangle Ramsey graphs. These graphs are very highly connected, so the results of the previous section are of little help. In this section, we show the Conjecture 5 holds for sufficiently large Ramsey graphs, with a value of \(c\) arbitrarily close to \(1/4\). We also discuss a natural random \(\alpha = 2\) graph model which almost certainly satisfies Conjecture 5.

**Theorem 10.** Let \(c < 1/4\) be a constant. For any constant \(b\) and sufficiently large
n, every $\alpha = 2$ graph $G$ on $n$ vertices with $\omega(G) < b\sqrt{n\log n}$ has a $cn$-connected matching.

First, we prove a lemma that will place a bound on the number of pairs of separable edges in an $\alpha = 2$ graph with a given clique number. In order to simplify the notation in the proof, we work on the complementary notion of cycles of four vertices in triangle-free graphs with a given independence number.

**Lemma 3.** For every pair of positive constants $\epsilon, d$ there is $n_{\epsilon, d}$ such that every triangle-free graph $G$ with $n > n_{\epsilon, d}$ vertices and $\alpha(G) < d\sqrt{n\log n}$ has fewer than $c n^3$ copies of $C_4$.

**Proof.** Fix $\epsilon, d > 0$ and let $G$ be a triangle free graph on $n$ vertices with $\alpha(G) < d\sqrt{n\log n}$. Let $X_{C_4}$ be the number of copies of $C_4$ in $G$. Then

$$X_{C_4} = \frac{1}{2} \sum_{\{u, v\} \notin E(G)} \left( \frac{|N(u) \cap N(v)|}{2} \right)$$

For each nonadjacent vertex pair $\{u, v\}$, we count the number of distinct pairs of
vertices in the intersection of the neighborhoods of \( u \) and \( v \). This counts each \( C_4 \) twice, so we divide by two. Fix \( \epsilon_1 < \sqrt{8\epsilon} \).

**Claim.** For sufficiently large \( n \), fewer than \( n^2 (\log n)^{-2} \) pairs of vertices \( u, v \) have neighborhood intersection larger than \( \epsilon_1 \sqrt{n} \).

Suppose the contrary is true, and there are more than \( n^2 (\log n)^{-2} \) pairs \( u, v \) so that \( |N(u) \cap N(v)| \geq \epsilon_1 \sqrt{n} \). We count the total number of vertices in these intersections. The count is at least \( \epsilon_1 n^{5/2} (\log n)^{-2} \), meaning some vertex is counted at least \( \epsilon_1 n^{3/2} (\log n)^{-2} \) times. However, \( \Delta(G) \leq \alpha(G) < d \sqrt{n \log n} \), so each vertex is in at most

\[
\left( \frac{d \sqrt{n \log n}}{2} \right) < \frac{d^2}{2} n \log n
\]

neighborhood intersections. Thus, for sufficiently large \( n \), the claim holds.

Now we bound \( X_{C_4} \). We overestimate by supposing that there are precisely \( n^2 (\log n)^{-2} \) pairs of vertices with the largest possible vertex intersection, and the remainder have neighborhood intersection of size \( \epsilon_1 \sqrt{n} \).

\[
X_{C_4} < \frac{1}{2} \left[ \frac{n^2}{(\log n)^2} \left( \frac{d \sqrt{n \log n}}{2} \right) + \left( |E(G)| - \frac{n^2}{(\log n)^2} \right) \left( \frac{\epsilon_1 \sqrt{n}}{2} \right) \right] \tag{3.2}
\]

The right hand side asymptotically equals

\[
\sim \frac{\epsilon_1^2 - 2\epsilon_1}{8} n^3 \tag{3.3}
\]

This is strictly greater than \( \epsilon n^3 \), so for sufficiently large \( n \), the desired bound on \( X_{C_4} \) holds. \( \Box \)
Now we prove Theorem 10. We use the language of RGB proximity colorings introduced in Chapter 1.

Proof (of Theorem 10). Fix constants $d$ and $c < 1/4$, and let $G$ be a $\alpha = 2$ graph with $n$ vertices, $m$ edges, and $\omega(G) < b\sqrt{n \log n}$. Consider the RGB graph $G$ induced by $L(G)$ (recalling that green $k$-cliques correspond to $k$-connected matchings in $G$ and red edges correspond to induced $C_4$s in $G$). If $R, G, B$ denote the number of red, green and blue edges respectively, we would like to show that

$$G = \binom{m}{2} - R - B \geq \binom{m}{2} - cn\left(\frac{m}{cn}\right)$$

equivalently

$$R + B \leq cn\left(\frac{m}{cn}\right)$$

guaranteeing by Turán’s theorem (see, e.g., [35]) a green clique on $cn$ vertices in $G$, and a $cn$-connected matching in $G$.

We obtain a crude upper bound on $B$ by taking the number of edges in the line graph of $K_n$,

$$B < \frac{n^3}{2} - \frac{3n^2}{2} + n.$$  \hfill (3.6)

We bound $R$ using Lemma 1. For any $\epsilon > 0$ and sufficiently large $n$,

$$R < \epsilon n^3.$$  \hfill (3.7)
Thus for sufficiently large $n$,

$$B + R < \frac{n^3}{2} + \epsilon n^3. \quad (3.8)$$

We compare this with the right hand side of (3.5)

$$cn\left(\frac{m/cn}{2}\right) = \frac{cn}{2} \left(\frac{m^2}{c^2n^2} - \frac{m}{cn}\right) \quad (3.9)$$

$$= \frac{1}{2c} m^2 n^{-1} - \frac{m}{2} \quad (3.10)$$

$$\sim \frac{n^3}{8c}. \quad (3.11)$$

Since $c < 1/4$, and we can take $\epsilon < \frac{1-4c}{8c}$, for sufficiently large $n$, the inequality (3.5) holds and $G$ has a $cn$-connected matching.

3.2.2. The triangle-free process

The triangle-free process is a method of stochastically constructing maximal triangle-free graphs. Let $G_0$ be the empty graph on $n$ vertices and let $O_i$ be the set of edges of $K_n - G_i$ that will not create a triangle when added to $G_i$. Then for each $G_i$, construct $G_{i+1}$ by adding an edge chosen uniformly at random from $O_i$ until some step $k$ at which $O_k$ is empty. The complementary version of this process is a natural source of $\alpha = 2$ graphs.

Bohman has shown in [4] that the triangle free process asymptotically almost surely produces graphs which satisfy the hypotheses of Theorem 10. This unfortunately falls short of a proof that Conjecture 5 holds for almost all $\alpha = 2$ graphs.
because the triangle-free process does not produce a uniform distribution. Nonetheless, the triangle-free process indicates that the $\alpha = 2$ Ramsey graphs are in a sense "typical" among $\alpha = 2$ graphs and well worth studying.

In conclusion, we see that in $\alpha = 2$ graphs that are highly "spread-out" (Theorem 10) and in ones that are "bunched-up" (spider lemma) Conjecture 5 succeeds. It remains to be seen if further work in tuning and sharpening these techniques can close the gap, if new approaches are needed, or if indeed there lurks a counterexample somewhere in the middle ground.
While the extremal problem of connected matchings has driven most of the theoretical development to date, there is another aspect of connected matchings that demands our attention. How do we find large connected matchings in graphs? In particular, how do we compute the size of the largest connected matching in a particular graph? Plummer et. al show in [30] that this problem is NP-hard in general.

A connected matching of size \( k \) has a clique minor of size \( k \), so it may not be surprising that the general problem of finding connected matchings is difficult. There is a “clique-like” element to the problem, and so we might expect that the computational difficulty is similar to clique problems. However, maximum matchings in graphs can be found efficiently. Edmonds in [12] showed an algorithm that computes the maximum matching in a graph in time polynomial to the number of vertices in the graph. Furthermore, there are many elegant matching algorithms that we may adapt to the problem of constructing a maximum connected matching.

In this chapter, we investigate computational problems concerning connected matchings in special families of graphs. We attempt to utilize the special structure of these families to develop algorithms that find maximum connected matchings.
4.1. Known results

In [6], Cameron shows that the maximum connected matching problem is solvable in polynomial time for chordal graphs, by considering connected matchings as matchings contained in neighborly sets of edges. Neighborly sets of edges from a graph $G$ correspond to cliques in the square of the line graph of $G$, $L(G)^2$. It then follows that if $L(G)^2$ has $M$ maximal cliques, then the maximum connected matching in $G$ can be found by solving $M$ maximum matching problems. Hence, we state the following general result from which the result on chordal graphs follows.

**Theorem 11.** If $\mathcal{P}$ is a class of graphs such that for any $G \in \mathcal{P}$ with $n$ vertices, the number of maximal cliques in $L(G)^2$ is less than $f(n)$ where $f$ is a polynomial, then the maximum connected matching problem can be solved in polynomial time for graphs from $\mathcal{P}$.

The square of the line graph of a chordal graph is itself a chordal graph\(^1\), and hence has a polynomial number of maximal cliques.

Conversely, Cameron also shows that the maximum weighted connected matching problem remains NP-complete on $(0,1)$-weighted bipartite graphs. It is not difficult to reduce this problem to the maximum clique problem on general graphs, by taking any graph $H$ and replacing each vertex $v$ with a new edge joining two new vertices $v_1$ and $v_2$, assigning the edge $v_1v_2$ a weight of 1. If two vertices $u$ and $v$ are adjacent in $H$, we produce edges $u_1v_2$ and $u_2v_1$ of weight zero. In the resulting graph, the edges

\(^1\)In fact, Cameron showed in [7] that a larger class of graphs, the weakly chordal graphs also have this property. That is, the square of the line graph of a weakly chordal graph is also weakly chordal.
of positive weight in any connected matching correspond to a clique in $H$ and vice versa. It is important to note that this reasoning does not extend to the unweighted bipartite graphs.

4.2. Chordal bipartite graphs

To extend the results in the previous section, we turn to a relaxation of chordal graphs, the weakly chordal graphs. A weakly chordal graph is a graph in which every cycle of length five or greater has a chord. Also, we closely examine those weakly chordal graphs that are also bipartite; these graphs are known as chordal bipartite graphs (see Figure 4.2).

An important characterization of chordal bipartite graphs is that any non-empty induced subgraph of a chordal bipartite graph contains a bisimplicial edge. An edge $uv$ is bisimplicial if the neighborhoods of the endpoints induce a complete bipartite graph. That is, for any $a \in N(u)$ and $b \in N(v)$, $ab$ is an edge of the graph. Bisimplicial edges equip the chordal bipartite graphs with a perfect edge without vertex elimination ordering, i.e., upon removing a bisimplicial edge from a chordal bipartite graph, the
resulting graph is still chordal bipartite. These results, among others developing the theory of chordal bipartite graphs, can be found in [18].

4.2.1. Inert bisimplicial edges

If a graph is non-separable, then we quickly compute the maximum connected matching using any maximum matching algorithm we choose. The following result of Golumbic [17] is valuable when dealing with non-separable chordal bipartite graphs.

**Theorem 12.** Let $H$ be a chordal bipartite graph. If $H$ is separable, then it has at least two separable bisimplicial edges.

We will see shortly that once we have identified a pair of bisimplicial edges, we can always remove one of them from the graph without reducing the size of a maximum connected matching in the graph.

Let us say that an edge $e$ in a graph $G$ is inert if $\nu_c(G) = \nu_c(G - e)$. Bisimplicial edges in chordal bipartite graphs are inert unless the conditions in the following lemma are satisfied.

**Lemma 4.** Let $G = (A, B; E)$ be chordal bipartite. A bisimplicial edge $e = uv$ is inert unless at least one of the following is true:

1. $e$ is contained in every maximum connected matching.

2. For any maximum connected matching $M$, every edge of $M$ has exactly one endpoint adjacent to an endpoint of $e$.

3. For any maximum connected matching $M$, $N(e)$ is covered by $M$. 
Figure 4.2: Picture of a non-inert bisimplicial edge. Every maximum connected matching saturates the neighborhood of the edge.

Proof. Suppose we have a chordal bipartite graph $G = (A, B; E)$ that has a bisimplicial edge $e = uv$ with $u \in A$ and $v \in B$. To prove that condition 1 is necessary, we must show that removing $e$ does not reduce the size of a maximum connected matching that does not include $e$.

In fact we show more, to wit, that removing $e$ does not reduce the size of any connected matching that does not include $e$. Suppose we have a connected matching $M$. If $M$ does not cover the endpoints of $e$, then obviously removing $e$ has no effect on the size of $M$. Thus we have $f = uu'$ and $g = v'v$ included in $M$. The only way removing $e$ could reduce the size of $M$ is by disconnecting $f$ and $g$. However, since $e$ is bisimplicial, $u' \in N(u)$, and $v' \in N(v)$; the edge $u'v'$ must be present. Hence removing $e$ does not disconnect $f$ and $g$ (see Figure 4.2.1). In proving the necessity of condition 2, we choose a maximum connected matching $M$. By condition 1, we assume that $e \in M$. Suppose now that $f = u''v''$ is another edge of $M$ and edges $g = uv''$ and $h = u''v$ are both present. We claim that we can remove $e$ and $f$ from
Let \( d = u''v''' \) be an edge of \( M \). This edge \( d \) must be connected to one of either \( g \) or \( h \) via an endpoint of \( e \). Without loss of generality, suppose \( d \) is connected to \( g \) by the edge \( uv''' \). Now \( v''' \in N(u) \) and \( u'' \in N(v) \). Since \( e \) is bisimplicial, \( u''v''' \) is present and \( d \) is connected to \( h \) as well (see Figure 4.2.1).

To prove that condition 3 is necessary, once again choose a maximum connected matching \( M \). Suppose now that condition 3 does not hold, and there is (WLOG) an edge \( f = ux \) such that \( x \) is not covered by \( M \). We claim that we can remove \( e \) and replace it with \( f \) in \( M \). We need only consider some edge \( g \) contained in \( M \) that is not connected to \( e \) via \( u \). Then there is an endpoint \( w \) of \( g \) so that \( w \in N(v) \). Clearly \( x \in N(u) \), so \( wx \) is present and \( g \) is connected to \( f \) (see Figure 4.2.1). \( \square \)
Figure 4.5: Illustration of proof of condition 3.

Taken altogether, these observations about bisimplicial edges allow us to reduce the maximum connected matching problem to a saturating connected matching problem. Presented with a separable chordal bipartite graph, we find two separable bisimplicial edges. If the neighborhood of either endpoint of one of these edges is not saturated by a connected matching, then the edge is inert and is removed. If both edges have connected matchings saturating their neighborhoods, we simply remove the edge of smaller degree. If they additionally have the same degree, either one may be removed. In this manner, we remove bisimplicial edges until the graph is rendered nonseparable. Having done so, any maximum matching algorithm will produce a maximum connected matching.

In short, we reduce Maximum Connected Matching to the following problem.

<table>
<thead>
<tr>
<th><strong>Saturating Connected Matching</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: Bipartite graph $G = (A, B; E)$</td>
</tr>
<tr>
<td>Question: Is there a connected matching in $G$ that saturates $A$?</td>
</tr>
</tbody>
</table>
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4.2.2. Ordered connected matchings

Now we explore ideas equivalent to connected matchings in chordal bipartite graphs. The first is a connected matching with extra requirements. Next, we define a family of graphs with perfect connected matchings. After that, we define a property of hypergraphs. Finally, we describe a different sort of matching problem that is in fact equivalent to connected matchings on this restricted class of graphs.

We define an ordered connected matching as follows. Let $M = \{e_1, e_2, \ldots, e_k\}$ be a connected matching in a bipartite graph $G = (A, B; E)$ with the endpoints of each $e_i$ labeled with $a_i \in A$ and $b_i \in B$. If there is an ordering $\sigma : M \rightarrow [k]$ so that

1. $\deg(a_i) \geq \sigma(e_i)$ for each $i \in [k]$ and

2. $N(a_l) \subseteq N(a_j)$ whenever $j \geq l$ for all $j, l \in [k]$

then we say $M$ is an ordered connected matching. Note that if we find the appropriate sequence of vertices in $A$, there is necessarily an appropriate sequence of vertices in $B$. Not every bipartite connected matching is an ordered connected matching, as we see in Figure 4.6. However, it is worth noting that this example is a cycle on six vertices.

Secondly, we define a family of graphs with perfect connected matchings. Let
Figure 4.7: The graph $L_5$.

$L_n$ be a balanced bipartite graph with $2n$ vertices in sets $A = \{a_1, a_2, \ldots, a_n\}$ and $B = \{b_1, b_2, \ldots, b_n\}$. Each vertex $a_i$ in $A$ is adjacent to precisely those vertices in $B$ whose indices are less than or equal to $i$. Then then edges between vertices with equal indices form an ordered connected matching. In Figure 4.7 we see an illustration of $L_5$.

Now we consider a hypergraph $H = \{V(H), E(H)\}$. Let $S = \{S_i\}_{i=1}^k$ be a sequence of subsets of $V(H)$. If for each $i \leq k$ there is a distinct $E_i \in E(H)$ such that $S_i \subseteq E_i$, then we say that $S$ is dominated by $H$. A chain is a sequence of sets $C_1, C_2, \ldots, C_k$ with the property that $C_i \subsetneq C_{i+1}$ for $1 \leq i < k$. In this section, we are interested in dominated chains in hypergraphs.

Finally, consider the following computational question:

**Maximum Red Matching Free of Blue-Red Alternating Cycles (MR)**

Given a complete bipartite graph $H = (X, Y; E)$ whose edges are partitioned into a set $B$ of blue edges and a set $R$ of red edges and whose vertices are covered by blue edges, what is a maximum matching $M$ in the red component $(X \cup Y, R)$ such that the subgraph $(X, Y; B \cup M)$ has no blue-red alternating cycles?

The main result of this section is an equivalence theorem that provides many
different perspectives on connected matchings in chordal bipartite graphs. Before we state the theorem, we need to introduce two ideas. The first is the biadjacency matrix $M_B$ of a bipartite graph $G = (A, B; E)$. This is the (0,1)-matrix formed by indexing rows with the vertices in $A$ and indexing columns with the vertices in $B$. The element $a_{ij}$ of $M_B$ is 1 if the $i$th vertex of $A$ is adjacent to the $j$th vertex of $B$, and zero otherwise.

The second notion we need to introduce is the neighborhood hypergraph generated by a set $S$ of vertices from a graph $G$. This is a hypergraph defined on the vertices of $G$ with an edge defined by the open neighborhood of each vertex from $S$.

**Theorem 13.** Let $G = (A, B; E)$ be a chordal bipartite graph. The following statements are equivalent:

1. $G$ has a connected matching of size $k$.
2. $G$ has an ordered connected matching of size $k$.
3. $G$ has a copy of $L_k$ as a subgraph.
4. The neighborhood hypergraph of $A$ has a dominated chain of size $k$.
5. The biadjacency matrix $M_B$ of the complement $\overline{G}$ of $G$ has a submatrix that is permutation-equivalent to a strictly upper triangular matrix.
6. For a red/blue edge-colored bigraph $H = (X, Y; B \cup R)$, if $G$ is the red graph $H$, then there is a matching $M$ of size $k$ in $G$ with no alternating blue/red cycle in $(X, Y; B \cup M)$. 
Proof. First we show that statement 1 is equivalent to statement 2. We wish to prove that any connected matching $M$ in a chordal bipartite graph $G = (A, B; E)$ has a vertex $a \in A$ so that $a$ is covered by $M$ and $a$ is adjacent to the $B$-endpoints of every edge of $M$. We say that such a vertex dominates $M$. If this is true, we can find the proper ordering of $M$ by sequentially removing the $M$-edge covering a dominating edge and working on the smaller connected matching that remains.

We proceed by induction on the size $n$ of the connected matching. Small cases of $n = 1, 2$ are trivial, and the case of $n = 3$ is easily checked. Now suppose that every chordal bipartite connected matching of up to $n - 1$ edges has a dominating vertex and let $M$ be a connected matching of size $n$ in a chordal bipartite graph $G = (A, B; E)$. Let $H$ be the subgraph of $G$ induced by vertices covered by $M$. Applying lemma 4, we may remove any bisimplicial edges of $H$ that are not contained in $M$ without reducing the size of $M$; neither does this introduce any new dominating vertices. Remove these edges until all remaining bisimplicial edges are contained in $M$.

The resulting graph is chordal bipartite, so there exists a bisimplicial edge $ab \in M$, with $a \in A$ and $b \in B$. If $a$ is not a dominating vertex, then consider $M_b$, the connected matching contained in $M$ that touches the neighbors of $b$ excluding $a$. Some $a' \in A$ dominates $M_b$, which means that $a'$ is adjacent to all non-neighbors of $a$. Furthermore, because the edge $ab$ is bisimplicial, $a'$ is adjacent to all of the neighbors of $a$ as well. Hence, $a'$ is a vertex that dominates $M$.

We have already noted that $L_k$ contains a connected matching of size $k$. Hence we show now that the subgraph induced by the vertices covered by an ordered connected matching has $L_k$ as a subgraph. This is enough to prove that statement 2 is equivalent
to statement 3. Given an ordered connected matching of size \( k \) in a bipartite graph \( G \), with a labeling and edge ordering \( \sigma \) consistent with the definition of an ordered connected matching, relabel the vertices so that the endpoints of \( e_i \) are \( a_{\sigma(e_i)} \) and \( b_{\sigma(e_i)} \). Applying the neighborhood inclusion property of ordered connected matchings, it is easy to see that the vertices as labeled induce all the edges of \( L_k \).

To show that statement 3 is equivalent to statement 4, let us consider the vertices of \( A \) included in the copy of \( L_k \) and their neighborhoods within \( L_k \). These form the chain that is dominated by the neighborhoods of these vertices in \( G \).

The complement of our copy of \( L_k \) gives us the submatrix of \( M_B \) that must be permutation-equivalent to a strictly upper triangular matrix. By the definition of \( L_k \), there is a dominating vertex, and a sequence of vertices wherein each is nonadjacent to at most one more vertex than the last. By permuting the columns so that the row corresponding to the high degree (in \( G \)) vertex is at the bottom, and the rows going up correspond to the sequence we just described, we end up with a strictly upper triangular matrix.

We prove the equivalence of the MR problem to the connected matching problem in chordal bipartite graphs as follows. First, if there are no alternating blue/red four cycles in \((X, Y; B \cup M)\), then \( M \) is certainly a connected matching (in the red graph). Conversely, consider the copy of \( L_k \) contained in a \( k \)-connected matching. Any alternating cycle must avoid the “outer” edges, and the endpoints of those edges. Working inductively after removing those edges and vertices, we see that we have a new pair of “outer” edges that must be avoided. Hence, no alternating cycle is present. \( \Box \)
The *convex* graphs are chordal bipartite graphs for which there is a vertex ordering of one side with the property that the neighborhoods of the other side form a collection of intervals. In this section, we will discuss an attempt at building an algorithm for finding maximum connected matchings in convex graphs that is best described in the language of hypergraphs.

Convex graphs can naturally be thought of as the bipartite graph representation of an interval hypergraph. As such, we inquire after connected matchings in convex graphs by considering the $k$-dominated chain problem for interval hypergraphs.

**Proposition 4.** The largest set in a chain dominated by an interval hypergraph $H$ can be chosen to be an interval in the ordering of $V(H)$ derived from the interval representation of $H$.

This is obviously true as all sets in the chain are subsets of the interval dominating the top element in the chain. Due to this fact, and the fact that there are only polynomially many subintervals of a finite interval, it suffices to find a polynomial-time algorithm for the problem of finding a *perfect* dominated chain in interval hypergraphs. If this is possible, we need only check every interval for a perfect chain dominated by $H$.

### Dominated k-chain

**Input:** Hypergraph $H$, positive integer $k$
Question: Is there a chain of length \( k \) dominated by \( H \)?

Let \( H \) be an interval hypergraph. We call the intersection of all intervals \( C = \bigcap_{e \in E(H)} e \) in an interval hypergraph the cap of the hypergraph. We are especially interested in two collections of intervals, \( R = \{ I \in H : I \supseteq C \} \), and \( L = \{ I \in H : I \subseteq C \} \). As in Figure 4.8, we think of these as the intervals that extend only to the left or right (respectively) of the cap.

Let us index the vertices of \( H \) \( v_1, v_2, \ldots, v_k \) according to an interval ordering, reading left to right. Suppose there is a chain \( C_1, C_2, \ldots, C_k \) on \( V(H) \) that is dominated by \( H \). It must be the case that \( C_1 \) is a singleton, \( C_k = V(H) \), and \( |C_i| = |C_{i-1}| + 1 \).

Define a permutation \( \sigma : [k] \rightarrow [k] \) so that

\[
\sigma(i) = j \quad \text{when} \quad v_i \in C_j \quad \text{and} \quad v_i \notin C_{j-1}.
\]

In other words, \( v_i \) is "added" at the \( \sigma(i) \)th step in the chain. Our chain is completely determined by \( \sigma \). To dominate the chain, we suppose that there exists an indexing
$E_1, E_2, \ldots, E_k$ of the edges of $H$ so that

$$\{v_i : \sigma(i) \leq j\} \subseteq E_j$$

We construct an algorithm that chooses vertices to add to the chain together with dominating intervals in a “step-by-step” manner. It will be easy to see that if the algorithm succeeds, its output must be a dominated perfect chain.

First, note that if $j > i$, and $E_j \subseteq E_i$, then the edge sequence with $E_i$ and $E_j$ interchanged still dominates the chain. That is, we can take an interval “too soon”, so long as the interval is contained in the interval it is replacing. After interchanging the two intervals in the edge sequence, the vertex order $\sigma$ is still intact and corresponds to the dominated chain.

Our algorithm proceeds by sequentially removing edges and vertices. Start with all of $H$, and attempt to choose a vertex contained in all $k$ edges of $H$ along with one of the edges of $H$ to be designated $v_1$ and $E_1$. Then remove this edge and this vertex and do the same for the resulting hypergraph. If we can proceed until all edges and vertices have been chosen without encountering a hypergraph whose cap is empty, then clearly we have exhibited a perfect chain dominated by $H$. To complete an algorithm for efficiently finding a perfect dominated chain, we must make these choices in such a way that no perfect dominated chains are missed. As of this writing, we have not been able to describe such a method. Nonetheless, the following method avoids many of the pitfalls encountered in our search, and is a reasonable place to begin any further attempts.
We first claim that we can choose any vertex of $C$ to be $v_1$. Suppose $u \in C$ is not $v_1$. Because $u$ is in every edge of $H$, it can act as the first chain element. We then move $v_1$ to the place in the sequence of chose vertices formerly occupied by $u$ without disturbing the chain. Thus, the first step in our algorithm is

**Step 0.** Choose any element of $C$ to be $v_1$.

The problem remains to select an edge of $H$ to dominate $v_1$. By our earlier observation concerning edges that contain “later” edges, if $C \in E(H)$ then we can certainly choose $C$. So we suppose that $C \notin E(H)$.

**Step 1.** If $C \in E(H)$, let $E_1 = C$.

Looking ahead, we see that we must choose all of $R$ or $L$ before $C$ is exhausted. Until all elements of either $R$ or $L$ have been chosen, the mutual intersection of remaining edges is a subset of $C$. If $C$ is exhausted, then only the empty subset remains and the algorithm terminates.

**Step 2.** If both $R$ and $L$ are smaller than $C$, then there is no dominated perfect chain.

One of $R$ or $L$ will be used in its entirety when $C$ is exhausted. We must ensure that the other collection can be used later. Subroutine 1 is designed to tell us if this is possible.
Subroutine 1.

Input: Sequence of vertices $u, u_{-1}, \ldots, u_1, v_1, v_2, \ldots, v_k$; Set $R$ of nested intervals all containing $v_1$ and not $u_1$; Set $U$ of intervals containing $v_1$ and $u_1$.

1. Assign $v_1$ to the smallest unassigned $R$ set.

2. If all $R$ sets have been assigned, return YES.

3. If $v_2$ does not exist, return NO.

4. If $v_2$ is not in all sets, reassign $v_1$ to the smallest unassigned $U$ set that contains $v_1$ but not $v_2$. Return NO if no such set exists.

5. Subtract 1 from the index of all $v$-vertices and go to 2.

For the next step, send $R$, $V(H) - C$ in order and with all $u$ vertices less than $C$ and all $v$ vertices greater than $C$, and $U = E(H) - (L \cup R)$ as input to Subroutine 1. Then send $L$ with the vertex order suitably reversed.

Step 3. If both $L$ and $R$ return NO from Subroutine 1, there is no dominated perfect chain. If (WLOG) $L$ returns NO and $R$ returns YES, choose min $L$ to be $E_1$.

We show that if Subroutine 1 is satisfied for $R$ and $L$, then we are free to choose either direction to build our chain. For brevity, we lean to the left.
Step 4. If both $L$ and $R$ return YES from Subroutine 1, choose min $L$ to be $E_1$.

Finally, we iterate the process.

Step 5. Remove $v_1$ and $E_1$ from $H$ and begin at Step 0 with the resulting interval hypergraph.

The hole in this algorithm lies in whether or not choosing $L$ instead of $R$ when both are safe will miss a perfect dominated chain. We have been unable to produce a counterexample or a proof.
5. MODELING WITH CONNECTED MATCHINGS

5.1. Bipartite graphs

In a typical bipartite matching problem, we are attempting to perform an assignment. We are given a collection \( A \) of one type of object, a collection \( B \) of a second type of object, and a set of feasible assignments of objects from \( B \) to each object in \( A \). We assume that only one object may be assigned to another object. The problem is to choose from among these possible assignments a set of actual assignments that maximizes some desirable property.

In the case of connected matchings, we have added another requirement. The assignment must be done in such a way that among the objects in any two assigned pairs, there is some other, unused feasible assignment. This may model redundancy, flexibility, interconnectivity, proximity, or some other quality we wish to demand of the chosen matching.

5.1.1. Cloud administration

Let us draw up a hypothetical problem that highlights the above description. Suppose we are administering a cloud-based application. Broadly speaking, the architecture of the application consists of servers which store and process data and clients which...
deliver content and receive commands from end users. At any given time, each client is logged in to the small subset of servers needed to carry out a particular task.

Suppose that we want to allow limited and moderated client-client communication. For privacy, security, or other reasons we do not wish to allow all clients logged in to a given server to send and receive messages from each other. In fact, we require that one side of any transmission be a superuser. This privileged client serves to moderate the communication. However, we do wish for any two clients logged into any of the servers to be able to get a message from one to the other as quickly as possible.

We begin with a matching problem: how do we assign a privileged (logged-in) client to each server? Each superuser will administer its assigned server, in addition to transmitting messages among clients logged into that server. By itself, this question provides us with a collection of superusers that can moderate all messages on any given server. Furthermore, each message passes through only one intermediary. This is close to what we want, but so far we cannot guarantee that users not mutually logged into any particular server can communicate.

To fully meet our requirements, we must ensure that there is a “safe” path between any two servers. To meet them and ensure rapid communication, we should ensure that any pair of superusers are both logged into some server and can thus pass messages. When we make an assignment that does so, we have actually found a connected matching. It is also not difficult to see that any connected matching in the server-client bigraph represents a satisfactory assignment of servers to superusers.

An interesting feature of this particular example is an asymmetry in scaling. As the application grows in users, each individual server machine will be able to serve
greater numbers of clients, provided that the software involved is well designed and scalable. If the number of servers remains essentially fixed as the application grows, then we will still be able to efficiently identify large connected matchings in the server graph.

5.1.2. The bipartite margin shop

Another application of connected matchings in bipartite graphs arises from the work of Oron, Steiner and Timkovsky in [28]. A large brokerage firm may manage tens of millions of customer accounts. Margining these accounts and producing account status slips at the end of each business day presents a serious computational challenge. Oron et. al model the computational task with a graph they term the bipartite margin shop.

A bipartite margin shop $G = (A, B; E)$ is a bipartite graph with vertices that represent tasks. Each task $v$ has an associated processing time $p_v$. Each connected component of this graph is called a job. This graph is a precedence graph in that an edge $ab$, with $a \in A$ and $b \in B$, is present when task $a$ must be completed no later than task $b$. This model is bipartite on the assumption that there are two machines at work, $M_A$ and $M_B$. Tasks from $A$ are processed on machine $M_A$, and tasks from $B$ are processed on machine $M_B$. Interpreting this problem in terms of a brokerage firm margining accounts, we have an edge between the tasks $a$ and $b$ if the account $b$ has a position in the security $a$. This means the “market” machine $M_A$ must calculate the margin requirement for one unit of the security $a$ before the “account” machine $M_B$ can calculate the margin requirement for the account $b$. 

53
In the margin-shop scheduling problem, we take a bipartite margin shop and try compute to the schedule that completes each job in the minimum time without violating the precedence relationships encoded in the graph. The authors of [28] prove that the bipartite margin shop problem is actually equivalent to the MR problem discussed in Chapter 4.

This is very closely related to the problem of finding a connected matching in the graph of red edges. In fact, a matching as described above with no alternating blue-red cycles would certainly be a connected matching. As we proved in Chapter 4, for chordal bipartite graphs, the problems are equivalent. However for general bipartite graphs it is stronger than the notion of a connected matching. As we see in Figure 5.1, a connected matching in red edges could permit alternating cycles longer than four edges.

5.2. General graphs

Sometimes we may encounter a matching-type problem with only one type of object modeled by nodes. In this case, we cannot assume that the appropriate graph model is bipartite. The relation we wish to model with edges in the graph is assumed to be non-
transitive, as otherwise the graph model degenerates into a collection of disconnected cliques.

5.2.1. Partnership assignments

One type of “assignment between equals” we encounter in the real world is that of working partnerships. In any organization, we can model individuals as vertices in a graph and use edges to represent some type of advantageous (non-transitive) working relationship. By identifying a connected matching, we collect a set of possible partnerships wherein each pair of partners has the advantageous relationship and any two pairs $A$ and $B$ have an individual from pair $A$ that has the advantageous relationship with some individual from pair $B$.

Let us see how this might work in a high school mathematics classroom. Suppose we model the students in the class as vertices. We are interested in the opportunities students have to work together outside of class, so we place an edge between vertices if the corresponding students share a study hall, lunch period, or live within a block of one another. We want to assign a project to groups of two students each, and would like for the students to have time to work on the project outside of class. Assigning groups so that each group corresponds to an edge in the graph we have constructed is a matching problem, and the result is a collection of pairs of students that have opportunities to work together outside of class.

Now let’s suppose that the content of each pair’s assigned project is a piece of a larger class project. In light of this, we would like to additionally require that each pair of two-student groups has a chance to share their findings and collaborate outside
of class. In order for this to happen, the matching must also be connected. That is to say, in any two groups $A$ and $B$, there is a student from $A$ who shares a study hall, lunch period, or neighborhood with a student from $B$. 
6. RELATED PROBLEMS

In the course of studying connected matchings, some problems have arisen that are quite interesting in their own right. While these approaches did not lead to results related to connected matchings, they are closely related to this investigation in their own ways, and may point the way to further research. The first is a notion related to the distance approach to detecting connected matchings. The second offers a systematic way of “reducing” a chordal bipartite graph.

6.1. Characterizing the “connected matching graph”

A graph $G$ induces a proximity partition described by the collection of distance-$k$ graphs of $G$. We may ask if there is a characterization of $H_k$ where

$$H_k = \{H: H \text{ is the distance-}k \text{ graph of some graph } G\}$$

In the case of $H_2$, we can do so. Let $A(G)$ denote the adjacency matrix of a graph $G$. In [27] Mukhopdhyay characterizes graphs that have a square root, which is to say graphs $H$ such that for some graph $G$, $A(H) = A(G)^2$. This is equivalent to $H$ possessing an edge between any pair of vertices $u, v$ that satisfy $d_G(u, v) \leq 2$. 

57
Theorem 14 (Mudckhopdhyay). A connected graph $G$ with $n$ vertices $v_1, v_2, \ldots, v_n$ has a square root if and only if some set of $n$ complete subgraphs of $G$ whose union is $G$ can be labeled $C_1, C_2, \ldots, C_n$ so that, for all $i, j = 1, 2, \ldots, n$ the following conditions hold:

1. $C_i$ contains $v_i$.

2. $C_i$ contains $v_j$ if and only if $C_i \cap C_j$ contains $v_i$.

An alternate definition of $H_2$ is

$$H_2 = \{H : A(H) = A(G)^2 - A(G)\}$$

and we have the following characterization in the spirit of Mukhopdhyay’s theorem.

Theorem 15. A graph $G$ with $n$ vertices $v_1, v_2, \ldots, v_n$ is the distance 2 graph of some graph $H$ if and only if some set of $n$ subgraphs of $G$ whose union is $G$ can be labeled $C_1, C_2, \ldots, C_n$ so that

1. $v_a \notin C_a$

2. For every pair of vertices $v_i, v_j \in C_k$, exactly one of the following holds:

   (a) $v_i v_j \in E(C_k)$

   (b) If $v_i \in V(C_j)$, then $v_j \in V(C_i)$

   (c) $v_i \in C_j$ and $v_j \in C_i$

3. If $C_i \cap C_j \neq \emptyset$, then $v_i, v_j \in V(C_k)$ for some $k$.  
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The proof of this theorem rests on the same central realization as Mudkhopdhay's theorem, which is that the enumerated subgraphs correspond to the neighborhoods (closed neighborhoods in Mudkhopdhay's theorem, open ones in Theorem 15) in the underlying graph.

Proof. Suppose we have a graph $G$ on vertices $v_1, v_2, \ldots, v_n$ and subgraphs $C_1, C_2, \ldots, C_n$ that satisfy the above conditions. We construct a graph $H$ on the same vertex set by adding edges in two steps for each $C_i$.

**Step 1.** Add the complement of $C_i$.

**Step 2.** Add all edges from $v_i$ to $C_i$.

We claim that $G$ is now the distance 2 graph of $H$. Suppose that $d_H(v_i, v_j) = 2$. We want to show that $v_iv_j \in E(G)$. Since $d_H(v_i, v_j) \leq 2$, there is some vertex $v_k$ so that $v_iv_k, v_jv_k \in E(H)$. If both edges were added in step 2, then one of the following occurs

**Case 1.** $v_i, v_j \in C_k$

**Case 2.** $v_k \in C_i, v_k \in C_j$

**Case 3.** $v_k \in C_i, C_j$

In case 1, distance 2 implies $v_iv_j \notin E(H)$. In particular, this edge was not added in step 2, so $v_i \notin C_j$ and $v_j \notin C_i$. Condition 2 then implies that if $v_i, v_j \in C_k$ for some $C_k$, then $v_iv_j \in E(G)$. In case 2, $V(C_i)$ and $V(C_j)$ intersect, implying (by condition 3) again that there is a $V(C_i)$ containing both $v_i$ and $v_j$. In case 3, condition 4 requires that $v_i, v_j \in C_k$. In any event, $v_iv_j \in E(G)$. 
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Now we may assume (WLOG) that $v_iv_k$ was added to $H$ in step 1. Suppose $v_jv_k$ was added in step 2. Then either $v_k \in C_j$, implying $C_i \cap C_j \neq \emptyset$, or $v_j \in C_k$ implying $v_i, v_j \in C_k$. The only remaining possibility is that both $v_iv_k$ and $v_jv_k$ were added in step 1. Following from two applications of condition 2(b), both $v_i$ and $v_j$ are then in $V(C_k)$. This completes the proof of sufficiency.

For the proof of necessity, we take a graph $H$ and show that the distance-two graph $D_2(H)$ has a collection of subgraphs with the necessary properties. For each vertex $v_i$, let $V(C_i) = N(v_i)$. That condition 1 holds is immediate. The vertices of any given $C_i$ are at most distance two apart. Whenever there is a nonedge in a particular $C_i$ and 2(a) fails, the vertices must be adjacent in $H$, and condition 2(b) holds. The symmetric property of the neighbor relation shows that conditions 3 and 4 hold as well. Finally, all distance 2 edges occur between vertices with a common neighbor, so $\bigcup C_i = G$. $\square$

In a distance 2 graph, the enumerated subgraphs are actually the complements of the graphs induced by the open neighborhoods of the underlying graphs. This allows us to characterize the distance 2 graphs of graphs with local characterizations. The following is an example.

**Proposition 5.** If every enumerated subgraph $C_i$ of a distance 2 graph $H$ has independence number 2, then it is the distance 2 graph of a claw-free graph.

In the case of connected matchings, we are most interested in the distance 2 graphs of line graphs. Unfortunately, line graphs do not have a local characterization. The best local characterization that approximates them is the *locally co-bipartite* graphs.
A graph is locally co-bipartite if each open neighborhood induces a graph whose complement is bipartite. Hence, the following is the best we have in the direction of characterizing the distance 2 graphs of line graphs.

**Proposition 6.** If every enumerated subgraph $C_i$ of a distance 2 graph $H$ is bipartite, then it is the distance 2 graph of a locally co-bipartite graph.

6.2. Totally balanced hypergraphs, basic trees, and chordal bipartite graphs.

In chapter 4, we discussed the chordal bipartite graphs at some length. There is a characterization of chordal bipartite graphs that we have not yet discussed. The **incidence bigraph** of a hypergraph $H$ is a bipartite graph with one partite set comprised of the edges of $H$, and the other comprised of the vertices of $H$. We draw an edge from $v$ to $e$ whenever $v \in e$ in $H$. The chordal bipartite graphs are characterized as the incidence bigraphs of a special class of hypergraphs known as **totally balanced** hypergraphs.

A **cycle**\(^1\) in a hypergraph is an analog of the graph-theoretic notion of a cycle. The vertices $v_1, v_2, \ldots, v_k$ of a hypergraph $H$ form a cycle if the pairs

$$v_1v_2, v_2v_3, \ldots, v_{k-1}v_k, v_kv_1$$

are all adjacent in $H$. A hypergraph is totally balanced if and only if every cycle of length greater than two has an edge containing three vertices of the cycle. It is not

---

\(^1\)This is not the only definition of a cycle in the theory of hypergraphs. This particular definition is a generalization of cycles in graphs, but the reader should be aware of other definitions in the literature.
difficult to see that through the lens of an incidence bigraph, this is equivalent to requiring that cycles of length 6 have a chord.

This connection between totally balanced hypergraphs and chordal bipartite graphs led to a new line of inquiry growing out of work by Lehel. In [25], Lehel describes a reduction process achievable on totally balanced hypergraphs. Totally balanced hypergraphs are a special case of tree hypergraphs. A tree hypergraph is one for which there is a basic tree. A basic tree is a tree \( T_H \) on the vertices of the hypergraph with the property that every edge of \( H \) induces a subtree of \( T_H \).

Let us describe Lehel’s method of “reducing” a tree hypergraph modulo a basic tree. For a hypergraph \( H \) and a choice of basic tree \( T \), let the edges of \( T \) be the vertices of a new hypergraph \( H/T \). For each edge \( e \) of \( H \), we construct an edge \( e' \) of \( H/T \) by collecting all of the edges of \( T \) for which both endpoints are in \( e \).

Unfortunately, this line of investigation did not yield substantial results on the question of computing connected matchings in chordal bipartite graphs. However, a key property of Lehel’s reduction vis a vis basic trees was uncovered, as well as an interesting tree mapping which we describe below.

A (simple) enveloping of a graph \( G = (V, E(G)) \) into a graph \( H = (V, E(H)) \) is a one-to-one mapping \( \phi : E(G) \to E(H) \) with the property that for every \( uv \in E(G) \), \( \phi(uv) \) is on a \( u, v \) path in \( H \).

**Theorem 16.** For any pair of trees \( T_1 \) and \( T_2 \) on a vertex set \( V \), there is a simple enveloping \( \phi \) of \( T_1 \) into \( T_2 \).

**Proof.** We work by induction on the number of vertices in \( V \). For the case of \( |V| = 2 \),
an identity map is an enveloping.

Now suppose we have an enveloping between trees on up to \( k \) vertices. Let \( T_1 \) and \( T_2 \) be a pair of trees on \( k+1 \) vertices. Start by taking any pendant edge \( uv \) of \( T_1 \) with leaf vertex \( u \), and mapping it to \( uv' \) where \( v' \) is the next vertex on the \( u, v \) path in \( T_2 \). Now remove \( u \) from \( T_1 \) and identify \( u \) and \( v' \) as \( v' \) in \( T_2 \). We now have two trees \( T_1 - u \) and \( T_2' \) on a vertex set \( V' = V - \{u\} \) with \( k \) vertices. Hence there is an enveloping \( \phi \) of \( T_1 - \{u\} \) into \( T_2' \). Furthermore, \( \phi \) can be extended as follows to an enveloping \( \phi' \) of \( T_1 \) into \( T_2 \):

1. \( uv \) maps to \( uv' \) as above.

2. If \( \phi(x, y) = uv' \) then either \( wu \) or \( uv' \) is an edge of \( T_2 \). Set \( \phi'(x, y) = wu \) or \( uv' \) as appropriate.

This theorem tells us that between any two trees on a set of vertices, one can be mapped onto the other in such a way that edges are mapped into the paths defined by their endpoints. Tree envelopings may be a topic worthy of investigation in their own right.

Using this result on envelopings, we prove that the reduction proposed by Lehel is insensitive to the choice of basic tree.

**Theorem 17.** If \( T_1 \) and \( T_2 \) are basic trees of a tree hypergraph \( H \), then

\[
H/T_1 \simeq H/T_2
\]
Proof. We show that an enveloping $\phi$ of $T_1$ into $T_2$ induces an isomorphism between $H/T_1$ and $H/T_2$.

Suppose first that $uv \in N(e_i)$ in $H/T_1$. Then $\{u,v\} \subseteq e_i$ in $H$. Since $e_i$ then induces a subtree of $T_2$, the vertices of $u,v$ path of $T_2$ must be in $e_i$. Hence, the endpoints of $\phi(uv)$ are in $e_i$, and $\phi(uv) \in N(e_i)$ in $H/T_2$.

Now we need to show that $|N(e_i)|$ in $H/T_1$ is the same as $|N(e_i)|$ in $H/T_2$. This is as simple as noting that the neighborhood of $e_i$ induces a subtree in both $T_1$ and $T_2$, and both of these subtrees have $|e_i| - 1$ edges. Hence $|N(e_i)| = |e_i| - 1$ in both $H/T_1$ and $H/T_2$. 

6.3. Conclusion

We have laid a great deal of groundwork in computing maximum connected matchings in certain families of bipartite graphs. With additional attention, it is likely this can provide the basis for determining the complexity of finding a maximum connected matching in convex or chordal bipartite graphs.

We have also demonstrated the equivalence of the maximum connected matching problem to certain cases of an important practical optimization problem: the bipartite margin shop. It would be interesting to see how well chordal bipartite graphs approximate the actual account/security relationships in investment firms. Conversely, it would be also be worthwhile to investigate how closely a graph must approximate a chordal bipartite graph (whether this is measured in edit distance, or total number
of long cycles) in order to apply the results found herein.

In pursuit of the extremal question, we have determined that counterexamples to the key conjecture of Gyárfás, Füredi and Simonyi (Conjecture 5) have both high connectivity and no large cliques. Furthermore, we have determined that any infinite family of counterexamples must not have the smallest possible clique numbers for graphs with independence number two. This excludes from consideration the most probable graphs arising from the triangle-free process.

The study of connected matchings is alive and well, and it is our hope that this dissertation will be helpful in moving this area forward. Many appealing computational problems remain, and the close connection to Hadwiger's conjecture is a fascinating aspect of the structural study of connected matchings. We look forward to investigating these ideas in the future.
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