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ABSTRACT

AFTER SALES SUPPLY CHAIN RISK
MANAGEMENT

Steffen Luksch
March 31, 2014

Lean supply chains with cost optimized productiod #ogistics processes in the automotive industry
have become a benchmark for other industries. Stelitzery times, low inventories and high
availability are parameters which assume a rolumplg chain. In industrial practice we see, however
that in the After Sales business particularly edato the supply of automotive spare parts, tharteth
are always unforeseen delays in delivery. In otdeavoid service level losses on the focal firmelev
due to missing parts it is necessary to underdtamdisk structure on the supplier side. For thison,

a risk model for the After Sales inbound SC is digved through this work. Based on an extensive
analysis of delivery data a central risk size wasivéd. Comprehensively researched SC risks are
supplemented by After Sales specific risks derit@dugh an empirical supplier survey. A reference
network, which is methodologically based on the &agn theorem, to control the dynamic
relationships was developed. The developed riskainalfiows for the identification of proactive and
reactive measures by top-down and bottom-up anslyaemake lean supply chains for after sales
requirements in the best cases robust and resillebiy advantage of the developed model is noy onl
the ability to quantify the cause and effect of @ypchain risks but also to describe the constantly
changing risk environment of the supply chain tigtogontinuous belief updates within the model. The
risk analysis in the developed model potentialjuees the delivery delay of spare parts by 65 mérce
and diminishes the buffer stock value by 50 perc€atachieve such improvements in the real world
organizations must be able to implement measurexjticit SC risk clusters for sustainable supply
chain performance and inventory management. Impnevies in the internal supplier processes, due to
risks like prioritized series supply, or inappr@pe after sales supply strategies are necessaligiridt

the developed After Sales Risk Management ModeRIW) organizations will be able to implement
proactive risk mitigation strategies, facilitatiagile SC performance, while simultaneously reducing

buffer stocks.
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1 INTRODUCTION

1.1 Overview

Even small interruptions in one link of a supplyath can cause complete failures. Global chains of
delivery are full of potential risks which couldterd delivery times. That is why supply chain risla key
issue in scientific literature, as well as in thdustrial practice, gaining an increasing intergsparticular

the automotive supply chain has emerged as leanghimhl networks (Lockamy Il and McCormack
2012), (Khan and Burnes 2007), (Faisal, Banwet &0#6),(Porter 1998). On the one hand, the praaif
global sourcing enhances further cost advantagestradgthens the company’s competitive positiothe
industry. On the other side, global sourcing froourdries is subject to threatening risks, such as

environmental catastrophes, that could disrupttik optimized supply stream.

Consequently, supply chain best practices in agjlebvironment may have a reverse effect on thelgup
chain, leading to the network’s inability to supgdlye demand requirements. A recent example is the
nuclear catastrophe in Fukushima, caused by aheeke and tsunami in 2011. This catastrophe had a
huge effect on human lives and caused productiohl@ms to all nearby automotive suppliers located i
the affected area (Reuters 2011). This is onelifeabxample for the cause and effect relationstiip
modern supply chains, where one risk in one lefi¢he supply chain causes another risk in anotineszl|

of the supply chain. However, it shows that despitmerous developments from theoretical methods and
concepts to supply chain risk management, resesustill in the initial phase (Juttner 2005). Inrfeular
there still exists a high deficit in quantitativesearch approaches on risk management in the iredust

practice linked to real supply chains (Tang andrhya Musa 2011).



1.2 Problem Statement

In favor of the system and module supply for vehipkoduction, the spare parts supply for customer
satisfaction in the after sales struggled even maraddition, the automotive supply chain gets&raand
more global, the less room is available to bufisruptions (Hendricks and Singhal 2005). Subsedyeint

is existential to organizations to recognize sumplgin risks and their causal effects in advanterder to
take actions that guarantee spare parts availahilittime. The awareness of the effect of riskstiomn
supply chain has increased after the disruptivedé@mt in 2011. On average 75 percent of professona
believe that their supply chains are vulnerabldisouptions (Thun and Hoenig 2011). Even thoughetie

a high level of awareness that supply chains apesed to risks, only 33 percent of responding fipag
adequate attention to supply chain vulnerabilityl aisk mitigation measures (Poirier 2004). Recent
research reveals that only 50 percent of industiials have implemented an early warning system for

capturing warning signals in the supply chain ($z2810).

1.2.1 After Sales Supply

These insufficient numbers might be due to theialiffy to operationalize an effective risk manageine
framework in the supply chain, hindered by the claxipy to manage the causal risk structure. Esfigcia
in relation to after sales the risks could be ebé@yer, due to fact that practice shows that théalse
deliveries are always more highly prioritized. B&sen results of automotive after sales supply chain
supplier assessments at a car manufacturer, thareraly exists large delivery uncertainties oves t
ordered spare parts in the form of a wide ranggetif’ery time variation, up to several months. Efere

it is of great economic importance to recognizertbks in the after sales supply chain in theiirety and

at an early stage as well as their dependenceaimather to minimize these with an appropriate rhode



1.2.2 Fields of Action

Above all this is emphasized by the fact that sottiare exists a real lack of empirical researdb this
topic, especially for the automotive after salegpby chain (Sodhi et al, 2012, S. 10f). It shoutdrioted
that both in scientific literature and in practmdarge interest exists to examine the interaatirisks in
the after sales supply chain more intently. Thislifig was alarming for the supply chain managendeont.
this reason it is necessary for Management to dpvah operationalfter SalesRIskModel (ASRIM)
where uncertainties can be evaluated in their candeeffect relationships within a real automotafter
sales supply chain. Therefore the focus is situatethe supplier side (Inbound) and all the chairéstics

of the supply chain are for automotive spare pdetsery.

1.2.3 Research Questions

In order to avoid service level losses on focahflevel in the central warehouse due to missingsgais
necessary to understand the risk structure onupplier side. When we take a closer look, we userigk
network to find risk clusters and can work prompalgd preventively on measures to reduce delivery
variation on the supplier’s side. Based on emgirigwlysis, a comprehensive picture of vulnerabikt
provided, as well as the risks in an after salbsumd supply chain. That includes also the diffeaded
view on the characteristics of supply chain rises ' and 2 tier suppliers. The effectiveness of the
developed model has to be demonstrated on a doheaf real datasets based on the essential aftes s
risk drivers. The top-down and bottom-up risk as&yenable a derivation of measures for risk niitiga
that reduce delivery delays, and, in turn, optinitee safety stock level without deteriorating thebomund

delivery performance.

Therefore the main research questions can be derive

1. What are the essential risks within an After Salesinbound Supply
Chain?

2. How could risks be operationally managed to minimie lead time

differences in the focal Firm (Warehouse)?



It must be the main focus to understand the intenas and uncertainties of the involved After Safs

suppliers. This research would also identify:

» The after sales spare parts (product group) wigh kariation in delivery time

» The understanding of the causal interactions withineference automotive after sales
supply chain

 The risk inter-dependencies along the multiple-tempply chain measured in

conditional probabilities.

1.3 Research Contribution

The work is undertaken utilizing the establisheseerch process of applied research (Ulrich 1984 T
approach involves a dialogue between the reseamherthe company involved in the research. The
proposed research would focus on assessing umdégtaior in other words, risks in their causal and
dynamic structure allowing for a well-grounded défon of risk mitigation strategies for proactivisk
reduction. For this purpose the Bayesian Networlprapch will be applied, in combination, within the
supply chain risk management framework, to a prattiase study. That means the focus is situateédeon

supplier side (inbound) and all the characteristiche supply chain are for spare parts delivery.

The main idea of the proposed method takes upattiettiat lead time differences on the supplieds
responsible for buffer stocks in the central waretgo(focal firm) and also higher inventories in supply
chain levels. In order to avoid service level I@sBethe central warehouse because of missing ftasts
necessary to understand the risk structure onupelier side to manage the safety stock planning in

selective manner.



1.4 Scope of the Dissertation

When we take a closer look we use the risk networkind risk clusters and can work promptly and
preventive on measures to mitigate unnecessark.stde designed after sales supply chain risk model
termed as a Bayesian network, incorporates botladiwvantages of dynamic risk mitigation to reduce th
delivery time variation and selective reductionn@rehouse buffers in terms of a continuous sereicel.
Based on an empirical analysis a comprehensivargidf vulnerability as well as the risks in areaftales
inbound supply chain of a car manufacturer willipevided.

That includes also the differentiated view of themcteristics of the supply chain risks of tiieand 2¢
tier suppliers. The effectiveness of the developediel has been demonstrated on real datasets based
the empirical analysis and expert knowledge. Sitrafdaresults show that the Bayesian theorem apjitied
a multi stage supply chain risk network achievesei&nt results in terms of risk clustering andkris
simulation for reducing delivery time variations foore exact buffer stock planning. The work shofes
the versatility of the Bayes idea which is illustér through its application in diverse fields iscaliseable

for after sales supply risk management.

This approach assesses uncertainties or in othedswisks in their causal and dynamic structurel an
allows a well-grounded definition of risk mitigatistrategies for proactive risk reduction. To eadhis,

the work is structured into six chapters.

After the introduction and description of the prmatl formulation in chapter one the theoretical fatimh

to the subject Supply Chain Management, Risk Mamege and Supply Chain Risk Management are
introduced in Chapter two, it gives also an ovexvabout the specific characteristics of the AftateS and
spare parts supply. It provides the reader witbrttical background information on the after sapseific
strategies and challenges in the automotive suppbin management, on how supply chains can be
disrupted by risks and how the supply chain riskhaggement is effective for proactive reduction ossth
risks. Chapter three deals with the present sfatieeoresearch in SCRM, detects existing gaps anthis
basis specifies requirements for further resealthaccordance with these requirements, Chapter four
investigates in which way and why the risk caugalitd the Bayesian network are effective for openat

risk assessment. Chapter five applies the supg@inaisk management framework in a practical caseys

to a specific operating environment.



Therefore the case study is basically groundedinm £ssential modules to handle risks in the indoun

supply chain in the automotive after sales.

= Module 1: Data analysis

= Module 2: Empirical risk identification

= Module 3: Causal modeling

= Module 4: AS Supply Chain Risk Model

The model’s applicability is examined thought siatidn and validation based on risk sensitivity aisé

scenario analysis.

The research contribution review, the findings imitations are discussed in Chapter six.



2 LITERATURE REVIEW

First, it is necessary for the ongoing researchntalyze the fundamentals of the topic for this wdhe
combination of the key aspects of SCRM and AS. ldetite specific features of the After Sales shbeld
firstly explained and then afterwards the defimtiof SCM and what is a modern SC Network is
established. After that the basics in Risk Managenall be explained followed by the key elements o
the SCRM.

2.1 After Sales

This section will define the term, as well as tberof, After Sales, followed by demonstrating afales

strategies and specific challenges.

For example, a car manufacturer can deliver custavaleie at the stage of the product design, thécleh
production or the after sales (Cohen, Agrawal et2806). Therefore AS is a feasible business in the
automotive value chain. In the automotive indushy aftermarket accounts for almost 30 percenhef t
revenue, whereas the sale of original parts acsofant50 to 60 percent of the car maker’s totalfipro
(Deloitte 2007). It is the longest-lasting sourder@venue that requires the smallest investmenté@p
Agrawal et al. 2006). Long-term customer contaciargatees great knowledge about their expectations,
that then provides further added-value to bothpitueluction and the sale of vehicles (Saccani, Jsdtan

et al. 2007). For car makers the AS is the onlplstaalue source and the major business in times of
economic stagnation (Wagner, Jonke et al. 2012) thase reasons car manufacturers are advisedyto pa
more attention to their AS management. The AS &igtsvare the company’s commitment to respond ¢o th
customer’s need for support after the vehicle paseh(Cohen, Agrawal et al. 2006). The comprehensive
AS business encompasses technical assistance, pp#ee distribution and customer care (Saccani,
Johansson et al. 2007), where the sale of spate isghe most beneficial function (Schréter 2008).be
more specific, spare parts logistics is “the madw@ntated planning, design, realization, and drmtf the
spare parts supply and distribution, along witloasged information flows within a company and begw
companies and hence in supply chain networks (Wagdieke et al. 2012). The service level is thetmos
important indicator with which to measure the A®lies performance. It is “defined in terms of eith
item fill rates or end product availability” in trepares warehouse (Kim, Cohen et al. 2007). A<tatlie

AS demand is volatile and needs to be predicteddas forecast data, the demand planning alonedwoul

not be sufficient to secure the product availabilit



Thus, an appropriate inventory strategy is requild inventory management of spare parts aimslfitl f
cost optimal stocking targets for each product tieet a pre-determined service level (Kim, Coheal.et
2007). This target is characterized by a tradddeffveen the cost optimum and service level (Klugp0
the higher the service level, the more inventoaes stocked. For example, a service level of 98qrer
aims to fulfill 98 percent of all demand requirerteewithout any discrepancy in time or quantity. @
able to cope with discrepancies high stock levals gequired. Service level and inventory level
optimization depends to a certain degree on thehwarse strategy. Pooling spare parts in a cerddhliz
way is effective towards total part availabilitydaeconomies of scale. Consequently, it is feasible
distribute spare parts via a centralized warehastriseture (Cohen, Agrawal et al. 2006, Wagner, édgtk
al. 2012). The central warehouse keeps all spats pastock and distributes them in accordancé ttie
demand requirements, individually to regional wanetes (Wholesale) that, in turn, allocate required

quantities to dealerships (Vahrenkamp 2005, Sacdahansson et al. 2007).

2.1.1 Spare Parts

A spare part is an original part that is eitherduwed by the original equipment manufacturer osufsplier
that possesses the customer tool for manufactulihg.main function of the spare part is to repltme
firstly equipped part that is damaged or has a eyl of wear during its life cycle (Schréter 2006
Consistent with the spare part definition, the dednfor spare parts goes hand in hand with the dtefhu
components of the vehicle in the market. Howeviee, demand for spare parts is not congruent to the
number of vehicles in the worldwide vehicle poohefefore it is important to align spares supplyhwite
specific life cycle phase and requirements of austs (Wagner, Jonke et al. 2012). The spares sugply
divided into three phases (Klug 2010)

1. From the start of production (SOP) until the enghmiduction (EOP)
2. Between the EOP and the end of delivery obligaieiDO)
3. From the EDO until the end of service (EOS)
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Figure 1 Life cycle of spares requirements andegpaupply strategies (Wagner, Jonke et al. 2012)
and (Klug 2010)

In the first phase regular vehicle production tagkge, where the initial stockpiling is built Upince no
historical data for demand forecasting is availabies is the base for initial stockpiling, the vdg@ments
of spares are planned based on the size of thelgghool in the market and on historical data takem
former vehicle variants. In general, the level pares stored is higher than the demand duringnitiali

phase.

The demand for spares gradually increases frons@®ié on and decreases slowly at the point of the EOP
during the second and third phases. The total spganeply ranges between 15 and 20 years includieg f

to seven years of regular series production witliresp availability (Wagner, Jonke et al. 2012). €fae

car manufacturers rely on long-term relationshipth wheir suppliers. Vehicle manufacturers depend o

their suppliers when it comes to the spares supipligation.



2.1.2 Strategies

To secure a long partnership with the supplieis iitecessary for car manufactures to ensure thaysop

spare parts by applying one of the following sty&s to the suppliers.

Integrated production:

The integrated production strategy is applied twpce spare parts for former car models in a wagllgh
to the regular production for new vehicle variaf@eone and Quisbrock 2009, Klug 2010). This strateg
requires tool changes every time spare parts ptaiuis required and leads to high set-up time costs.
The advantage is the ability to bundle spare gartsschedule their deliveries in accordance withatel
requirements, without the need of high stock levelih low capital commitment and with steady
responsiveness to sudden demand increases. Howlesmer is high potential for serial parts and spenes

to compete against each other, especially in tioh@ssupplier’'s capacity peaks.

The production of spare parts seems less attrattarethe series production mainly due to thresaes.

1. The ordered spare parts are comparably low in gyantd generate little benefit

2. The supply of spare parts has to fulfill AS-speciféequirements, such as packing and labeling,
with the requirements not being planned

3. Suppliers struggle with small quantity increasessferial fulfillment and therefore the pressure of

line compensation payments increase

Life-time stocking:

When following the life-time stocking strategy,ade inventory level of spare parts is producedatly
before the EOP in accordance with the estimatetinali requirement of the part concerned (Schrod®62
Boone and Quisbrock 2009, Klug 2010). The majoraatlge is the benefit of the same cost structure as
for serial production. However, life-time stockitepds to high stocks, high cost of capital tiedderate
probability of undersupply linked with long repleshiment lead times and the threat of obsolescence

especially in the case of short minimum durability.
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Separate Spare Parts product

This strategy implies an individual production pfse parts in a separate plant or hall speed on the
production aligned with the AS requiremel(Wagner, Jonke et al. 2012)he benefits are inventc-
related because no higtock levels are necessary that as capital beingip. Moreover, there is no tre-
off between the production of spare parts and erggroduction fora series of the automotive
manufacturer. The main disadvantage of separatduption is the additiorl investment in facilities,

tooling.

Rework:
A new part that has a defect is called a used gaitcan be either scrapped or rewor(Vahrenkamp
2005) If the supplier is able to -work the used part it can be sold as a spare partaver price than th

original part (Klug 2010).

Since this strategy is not sufficient to guararitee AS supply in the long run, it is applied in damation

with arother strategy. Therefore the three main strategiesompared in Table

Life-time stocking Integrated Separate workshop
strategy preduction strategy| production strategy
Stock very hig low ro
Merchandising risk high lowe ro
Threat to delivery ’ _ .
capability longtem feasible howvering lowe
Effort for
production no restucting replanning
planning
Effort for | di " "
R s | very low isruptive separate
Invest no additional Invest high Invest
Production cost low mean high
Table 1 Comparison of Spare Parts Delivery strate(Schroter 2006)

Whenselecting the appropriate strategy not only res-related elements need to be taken into acct
AS professionals need to adapt the strategy tpahi-specific requirements. One example is an electr
part that has a short life cycle of a few rths and therefore would be inappropriate for tffie-time
stocking strategy. Alternatively, in the case afmaall metal part that has low value, low unit prise is
slow-moving in its demand, it could be more profitabte gut a life-time quantity on tock after the

evaluation of production costs, set up costs amglicause process costs against the overall stocegs
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2.1.3 Challenges

On account of these basic conditions the followdhgllenges arise for the spare parts delivery.

= High part spectrum that accounts for the parallglpty of several product generations (Hagen
2003, Schroter 2006, Boone and Quisbrock 2009).

= Long obligation of delivery of the spare parts i years after the EOP (Boone and Quisbrock
2009)

= Demand time and amount are difficult to forecastparticular with slow movers (Boone and
Quisbrock 2009)

= Low relevance of the spare parts in the commodityclpase departments and linked under
prioritization of the quantity in production plamgi with temporary capacity bottlenecks as a
result (Schroter 2006).

= Planning and communication after the end of prddact{EOP) for further support for a

discontinued series and the changes linked wéloitg the chain of delivery (Schréter 2006).

In particular, with electrical components in thaeafsales service, these challenges increase hmased

specific conditions with these parts for example by

= Quick technological changes of electrical partemfleading to the discontinuation of older
construction elements in the discontinued series@liSchroter 2006)

=  Worldwide dispersion of the manufacturing of el@etr parts (e.g., semiconductors), so that long
routes of transport are necessary and are oftentatf by natural disasters (Hagen 2003)

= Rare minerals as well as certain plastics as derdra materials to the production of many
electronic parts (ISE 2012)

The aforementioned conditions lead to the fact #uditional circumstances must be considered which

make the SC more complicated, thereby additionaledninties and therefore additional SC risks,

originate.
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Based on the previous findings the main differermmts/een the manufacturing SC and AS SC are

illustrated in Table 2.

Comparison criteria

Manufacturing SC

After sales SC

Demand

Predictable

Unpredictable, volatile

Parts supply

Based on the production plan

Stochastimation of spares

Number of SKUs

Limited

20 times more

Product portfolio

Homogeneous

Heterogeneous

Inventory management

High inventory turn

Low in@gtturn

Logistics strategy

Just in time /Just in sequence

tockpiling

Reverse logistics

None

Return, repair, disposal

Performance metric

Fill rate

Product availability

External sourcing

Up to 70 percent

Almost 100 petrce

Supply obligation

None

Spares supply for min. 18rge

Table 2 Comparison of series and after sales sughains (Cohen, Agrawal et al. 2006)

2.2 Supply Chain Management

2.2.1 SC Definition

Because of the great importance of the term SQadntige, as well as in the research, numerousnséatts
and definitions have already been developed far tim. In the following, three definitions are lowed

for the term SC.

Mentzer et al. (2001):
.»(...) a supply chain is (...) a set of three or mamtities (organizations or
individuals) directly involved in the upstream addwnstream flows of products,

services, finances and/or information from a sotoca customer.”
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Supply Chain Council (2006):
»1he supply chain (..) encompasses every effortlved in producing and delivering

a final product or service, from the supplier‘s gligr to the customer.*

Rabelo et al. (2007):
»Supply chains are life cycle processes to supploet physical, informational,
financial, and knowledge aspects for moving proslastd services from suppliers to

customers”

These definitions show that with the determinatibthe concept SC several aspects must be included.
Supply Chain Council (Council 2006) looks, in thd&finition, primarily at the product traffic reghing
several steps (tiers) of the supply chain, i.emfithe supplier's supplier up to the customer. Raletlal.
define the SC as a support process to the moveafgmbducts, services, funds and information during
their whole life cycle. Mentzer et al., on the drend, define the steps as "individuals" or "orgatims"
that implies the juridical independency of the SGtipers, and, on the other hand, they stress ffexatit

directions of the flow of products, services, fuatsl information.

2.2.2 SC Network

A realistic SC is distinguished according to theaflof direction. That means downstream (Outboure) i
from own company (Focal firm) to the customer, (Sédle) and upstream (Inbound), i.e. from the sigppl

(Buy Side) to the own company (Focal firm) (Harrissnd Van Hoek 2008).

Upstream Downstream

2ndtier 15t tier Wholesale Dealers
suppliers suppliers Level Level

L o

[

End customers

\
\

Buy Side Inside Sell Side

Supply ChainManagement

Figure 2 Supply Chain Network (Harrison and Van Ki2ae08)
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In conclusion, a modern and realistic supply claithe current time can be described as a netwdr&re
products, services, funds and information, during whole life cycle and over several steps fromaleg
independent companies, flows accordingly to heermeihed direction from raw materials to the custome

or vice versa (Wels 2008).

Operational SCM deals with the day-to-day busir#sSC-related planning, procurement of products and
services, manufacturing-related logistics, distiitou of finished products and reverse logistics.eOn
objective, is the permanent improvement of the camyjs internal situation and also the sustainecezse

of the overall SC performance (Lambert, Coopen.e1298, Mentzer, DeWitt et al. 2001). But one loé t
most important objectives, in particular for theeafsales service, can be denoted as the customer

satisfaction (Heusler, Stolzle et al. 2006).

This means the SCM planning process has to malke feurexample, a high delivery on time with short
delivery times and small stock volumes in the St tBe other side is smaller stocks and therefess |
security, making a chain more susceptible to usfeea events that cause customer satisfaction torieec
endangered. That is why control and reduction efuthcertainties must be defined as another aiimeof t
SCM (Davis 1993).

2.3 Risk Management

The concept Risk Management is described in gemearghe identification and analysis or assessmient o
the risks as well as their control (Kajuter 200Aum and Hoenig 2011). Franck define RM with refeeen
to the definition of Hutchins & Gould (Hutchins 2)0as follows: RM ,,is essentially the process of
responding to the existence of uncertainties (.bhrdugh controlling variability from an objectivearget,

specification or standard” (Franck 2007).

2.3.1 Risk Definition

Risk and uncertainty are not identical. Uncertaiistghe origin of risk and can be described asna kif
black box where knowledge is rare (Yen and Zengl20Risk arises from uncertainty and can be
considered as the probability of the outcome ofutheertainty (Khan and Burnes 2007). Therefore idsk
measurable, uncertainty is not (Norrman and Jan280d). The occurrence of a risk is called riskrgve
Risk has different impacts on different stakehadgthan and Burnes 2007).
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Since there is no exact knowledge about risk evamtstheir impact, the ability to manage risksnsited
(Lockamy Il and McCormack 2010). For this reasbis important to quantify the entire risk envirogmnt
(Lockamy and McCormack 2009). Risk reflects thecoate damage and the probability of the outcome
damage happening (Harland, Brenchley et al. 2088,Kllepalli et al. 2003, Norrman and Jansson4200
Wu, Blackhurst et al. 2006). The loss and the poditya of loss occurrence are two essential commisie
which are also defined by the ISO 2002 requirem@rmskamy 11l and McCormack 2010).

In this regard risk can be defined as the loshefrisk impaci(Loss) and the probability or likelihood of
the loss to arisB(Loss) (Manuj and Mentzer 2008):

Risk = P(Loss) * I(Loss)
(2.1)

Consequently, the total supply risk is:

Risk, = Z{((Pl(Lossl) * 1;(Loss,), (Py(Loss,) * I,(Lossy), ..., (P,(Loss,) *I,(Lossy))}

i=1

(2.2)

2.3.2 Risk Causality

SC risks “...are related to disturbances and inteionp of the flows within the products, informaticand
financial network (...) and may negatively affect thigjective accomplishment of the individual company
respectively, the entire supply chain, in regarfiemd user advantage, costs, time or quality....iRfo
Gallus et al. 2011). These disturbances and irggans are incidents whose occurrences result én th
disruption of the overall SC performance (Lockamg &cCormack 2009). Disruptions can arise from the
supply side (inbound) and from the demand sideb@urid) (Wagner and Neshat 2010). Disruptions from
the demand side affect the supply side of the SGudden increase in demand could produce long lead
times due to lacking flexibility to respond to themand increase at both tH¥ @er and ' tier SC levels.
Since one disruption triggers a set of other disvepevents in the SC, the SC risk environment is
characterized by an intensive and complex causadtste (Pai, Kallepalli et al. 2003). According ttee
Oxford dictionary (2012) causality is the relatibips of cause and effect. Under these circumstatioes
term risk needs to be redefined, integrating itgse& relationship into the risk system (Yen and ¢Zen
2011).
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One possible way is to regard SC risks in a mtgr SC dimension. The overall risk at thétier
supplierRiskq;. s could be measured by its absolute Bgk.; (LoSSter1) * liier1 (LOSSHer1) dependent on a

second risk emerging from th& 2ier problemsRiskqje, .

RisKier1 = ((Prier1 (LOSStier1) * Itier1 (LOSStier1)) |RisKgiers
2.3)

However, risks in the SC do not have to affectedéht SC partners to the same extent. SC riskeaegly
symmetrical (Stecke and Kumar 2009). Unexpecteiveti shortage at the"2tier supplier have, in almost
all cases, a higher negative impact on tHdidr supplier than on the Original Equipment Maautfirers
because the OEM requires in general a safety dmckhe final product of its i tier suppliers. This
example also show that risks in the SC have di@stwell as indirect, effects on each other. I1s thi
example, the delivery bottleneck at th¥ er would indirectly affect the OEM if no safestock was
available at the ®Ltier supplier. Due to lacking transparency of iadt effects SC managers should be

cautious that measures to reduce one risk mightyimy increase another (Khan and Burnes 2007).

2.3.3 SC Risks

SC risks exist inside and outside of the SC (Lockdlhand McCormack 2010, Zsidisin and Wagner
2010). Risks arising from the inside of the SCiaternal risks. External risks originate outsidettoé SC
(Thun and Hoenig 2011). SC risks are the subjeciuofierous pieces of scientific research. The liteea
review concludes that scholars categorize SC nigkinternal and external groups. Appendix A repnts
an overview of risks that have been identified he fiterature review. When studying external risks,
scholars mainly focus on the effect of natural slises, the competitive environment along with ecoico
and political instability. Natural catastrophes anere likely to affect the ™ tier suppliers due to their

geographic location (Blos, Quaddus et al. 2009).

In general, there is a higher risk when sourcimgnfisuppliers in more distant locations from the pany
(Zsidisin and Wagner 2010). There is no genera¢@ment on how to classify internal risks in the SC.
Most scientists study internal risks that can leessified into supply-side, demand-side and orgépizal
risk. The structure of risks and risk impacts visemendously depending on the SC structure, thesing
and the product. For this reason, in the field €N it is a requirement to tailor research concepts
individually (Juttner, Peck et al. 2003, Wu, Blaakst et al. 2006).
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2.4 Supply Chain Risk Managemen

24.1 SCRMDefinition

After the theoreticafoundation and definitions for the SCM and the Riis sub chapti concerns itself
with SCRM. The integratiorof RM in the SC is called Supply Chain Risk Managet(Blos, Quaddus et

al. 2009)and can be defined follows,

(Juttner, Peck et al. 200):
....,the identification and management of risks for tepply chain, through
coordinated approach amongst supply chain membkersieduce supply cha

vulnerability as a who”.

This statement makes clear that SCRM is a spefufim of the risk manageme and SCRM seeks to

manage the SC vulneraky and SC disruptions towards an agileavust SC (Figur3).

Supply chain resilience Supply chain robustness
Ability to adapt quickly to new changes brought Ability to cope with risk in a way that negative
by risks and to operate in a stable manner again impact causes little harm to the supply chain

Risk
management

Supply chain
management

Disrupted supply chain: stock-outs, long lead times, costs increases, inability to meet customer demand

Supply chain vulnerability Supply chain disruption
Susceptibility of a supply chain to disruption and Trigger of a reaction in the supply chain as a
a consequence of the risk to the chain consequence of risk occurrence

Supply chain risk and uncertainty

Figure 3 Supply Chain Risk Managem:

SCRM aimsto understan where risks originate in order to predict disrupsipto identify potential losse
in order to assign signifance t losses, and to develop mittgay countermeasur in order to enable
reactive and prodiwe managemer(Norrman and Jansson 20(kidisin, Ellram et al. 20(, Trkman and

McCormack 2009l.ockamy Ill and McCormack 20)).
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. Reactive: SCRM refers to measures taken after the risk oenoe

. Proactive: SCRM aims to develop preventative measures befue t
risk occurrence and is approved to have greatek ris
reduction potential and benefit (Kleindorfer anca&&005,
Lockamy Ill and McCormack 2012)

Thun and Hoenig recognize that reactive SCRM haigjlaer value when reducing external SC disruptions
and proactive SCRM to reducing internal SC disaupti Furthermore, they explored that proactive SCRM
measures provide a higher value to the managenmam of increased flexibility, decreased stocks,

reactivity, and cost reduction. To conclude, privacand reactive measures both lead to SC resdienc

24.2 SCRM Concepts

After the definition of the SCRM, the question navises how can a SCRM be realized? Therefore the
arrangement of the RM processes into SC's shouldnbered in the following way. According to the
definition in this work which the SC is seen asework of independent "individuals" or organizagon
(Chapter 2.2.1), it requires for an effective SCRMc¢ooperation among the SC partner along the SC
(Norrman and Jansson 2004, Kersten 2006). Kaj#tajtiter 2007) has developed basic approaches to the
risk management in SC's to make a distinction diggrthe cooperation degree and the level of risk

management.

=  RM with orientation towards the SC:

This approach has the lowest communication intgnBiecause this process is rather transaction
oriented and no risk information exchanges arer@drthat mean asymmetries of information are
often the result. Hence, the systematic identificatevaluation and management of the risks is
done by the relevant companies (Kaufmann 2002, t€aj2007). According to Czaja ,this
approach is the presently used process in the Geau@mobile industry regarding RM” (Czaja
2009).
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» Risk analyzing within the SC:

This approach is considerably more highly integtabecause the communication intensity is
higher and therefore the lack of information is ésthan in RM with orientation towards the SC.
With this the risks are analyzed and controlledtle respective SC steps together. The
coordination of these common relationships is nyodtine by the focal firm but the focus of the
RM is controlled by the company itself. In compariswith the first concept this is basically more

integrated because of the closer communicationangh

= Supply Chain Risk Management:

These are the most advanced and developed appsoaitiethe deepest cooperation intensity.
The common analysis and control as well as the comzation of the risks along the SC take
place in a structured frame. All the companies waeky close together and sudden disturbances
are no problem because of the advanced interlinlohghe SC relevant companies. The
information is exchanged very quickly. Regarding ttomprehensive cooperation this might be

the most efficient approach for the managemeni®fisks.

To run the SCRM approach a trustful cooperatiameisded between all the value added partners whhin
SC. It seems to be very important, that a firmlelished SC relations are in the form of thoséhayg in
general in the German automobile industry are. Hewnethe other side of the challenging business of
automobile manufacturing is, that the quality oé ttustomer — supplier relationships are exceptipnal
heterogeneous which means that trustful conditemesrare (Czaja 2009). It may be expected that the
implementation of a SCRM in the automobile practitdl keeps waiting. ,(...) companies implement
organization-specific risk management, but thenétle evidence of risk management in the suppigio
level* (Juttner 2005).

2.4.3 SCRM Practical Status

Due to the increase of uncertainties within a symgitwork the enterprise overlapping and comprekiens
risk management gains more magnitude in industiiée importance of SCRM in industrial practice

progressively went up during recent years.
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This appears in a survey from Juttner (Juttner R0B®Iing 137 managers from different branches 431%
them forecast an increase in vulnerability durihg hext five years. The result out of Juttners eyrv
confirms a study from the Fraunhofer Institute (JR#A2010, where around 1/3 of the 52 companiegeixp
a strong danger for their chain of delivery (ScH#@40) and in an empirical analysis from Thun&Hagni
in 2011 asses 75 % of the logistic managers irStheas vulnerable (Thun and Hoenig 2011). This tiend
concerning and underlined by a survey with regardhe importance of SCRM. Kersten et al (Kersten
2006) asked 39 industrial enterprises and 32 liegiservice providers with regard to the importaotthe
SCRM in companies. The result of the survey is showrigure 4 and there is a clearly large incraase
the importance of SCRM in the years 2000 to 2010dth the industrial companies as well as logistic

services.

Percentage of firms considerthe SCRM
"important” or "very important”

[ [ [ [ [ |
70%
_—

2010 8%

27%

=
[
$2005 8%

Logistic Service Provider

9%
2000 3% Industry

0% 10%  20%  30%  40%  50%  60%  70%  80%  90%
Quote

Figure 4 SCRM in Industry and Logistic Services@€en 2006)

In spite of these survey results a clear needsfdastthe implementing of SCRM instruments andtsgies

in the industrial practice because ,(...) the conadpECRM is still in its infancy, and understandiofy
SCRM is patchy, both in terms of its key issues #sdimplementation* (Juttner 2005). This means
attention is in general mostly dedicated to riskigation and countermeasure definitions, whereas th
operationalization of SCRM is still in early devetoent stages. One possible cause for the detected
discrepancy could be the complexity or almost itdirstructural adjustments within the SC concerning
enterprise overlapping risk management (Kajute7200
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Kajuter gives a short overview about what the nimgtortant needs for practical implementation cdagd
in his work in 2003 and 2007 (Kajuter 2003, Kaj2e07).

= Enlarged action frame over the enterprise and far whole SC and SC partners (holistic

perception/view)

= No missing and different states of information, &€ Partners should have the same data and

information (synchronization)
= Same risk readiness of enterprises within the sa@é& gain an overall risk (cause-effect view)
= Willingness of the enterprises to adapt to spestehdards (standardization)

= Keeping things short and simple in global SC's despe possibly of different national regulatory

(practicability)

Further empirical data from the German automotivéustry significantly supports the hypothesis that
companies with a high degree of SCRM implementadtawe a higher SC performance (Thun and Hoenig
2011). But it shows also that the arrangement adraerprise overlapping RM is extremely difficultedto
high complexity. One reason is the lack of econgumstification for the introduction of a SCRM beesatit

is both difficult to quantify the benefits of SCR{vhonetary) and on the other hand, no one is rewldiate
solving problems that have not occurred until nGliun and Hoenig 2011Because ,nobody gets credit

for solving problems that did not happen“ (Rice &ahiato 2003).

Norman and Jansson (2004) investigated the imdaatlightning accident that led to a strong firetta
Ericsson U.S. plant. It cost the company 400 millldSD, along with an additional 200 million USD
insurance payment and three weeks to restart ptiodud he impact became worst when the company was
forced to withdraw its key consumer business dudedanability to sell and deliver the product. pimtect
SC’s from vulnerabilities it is essential to estsibla SCRM in relation to an organization’s daydty

operations. Ericsson has achieved this and ruesyamature SCRM System today.
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2.4.4 SCRMProcess

In their empirical studyKern, Moser et al. 20) prove the strengtlef traditioral RM and it remains
significant to the SCRMNumerous resarchers have applied the SCRMoces steps to their risk-related
investigations Rai, Kallepalli et al. 20(, Norrman and Jansson 20®eindorfer and Saad 20, Faisal,
Banwet et al. 2006Wu, Blackhurst et al. 20(, Manuj and Mentzer 200&ern, Moser et al. 2012,
Lockamy Il and McCormack 20.). The five steps of the SCRM Procdéssm Manuj and Mentzi can be

summarized of beingomposed of three essential steps illustratedgorg5.

=11 Risk identification

Supply risk Operational risk Demand risk

Initial supplier <+——— > Focal firm > <«— End customer

External risk
« Identification of risk source and risk impact
+ Risk classification and ranking
+ Tools: brainstorming, interviews, Delphi method, critical-incident-analysis and cause-and-effectanalysis
2.

Risk assessment

* Quantification of risk oscurrence

+ Quantification of risk impact

« Tools: scenaric analysis, Ishikawa diagram, fault/ eventtree analysis, graph theory, Bayesian networks,
FMEA, risk portfolio

Risk mitigation strategy

Proactive SCRM

3.

« Mitigation stratagies development
« Mitigation strategy selection
« Tools: sensitivity analysis, scenario analysis

| SCRM implementation

|
i
- Lo - I
1 * Continuous monitoring using performance metrics !
| +Organizational learning and risk management culture !
'

Figure 5 Sipply Chait Risk Management Proce@danuj and Mentzer 200

1. Risk identification:

The main focus ofisk identificationis the identification of all relevanmisks for thefocal firm as well as
their SC partnersiherefore it is necesse to understand the risk environmelN 2008), followed by the
identification of their triggers and vulnerabili(Kleindorfer and Saad 20). The classification and
ranking of risks enabla structured evaluation of the extent of risksjrteurces and their impac(Wu,
Blackhurst et al. 2006lBM 200&, Kern, Moser et al. 2012Risks can be ranked according to tt
acceptance levelfummala and Schoenherr 2(). Since risk identification is essential to the lijyaf the
entire SCRM process, an accurate methodology isinextjto predict risks at the eiest stage and in the

most precise wayKern, Moser et al. 20)).
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To support and facilitate precise risk identificati all SC processes, SC members and involved
components and products should be visualized (Nmrmand Jansson 2004). SCRM researchers
recommend various methods such as brainstorminerviews, Delphi method, critical-incident-analysis

and cause-and-effect analysis (Ziegenbein and Stdtien 2007, Tummala and Schoenherr 2011).

2. Risk assessment:

There are various different ways of quantifyingsisn the SC. The risk occurrence is generally ness

by assigning the probability of the risk of an evéallikas, Virolainen et al. 2002, Norrman anchskson
2004, Kleindorfer and Saad 2005) and the risk imgan be measured by potential losses in terms of
monetary value, by recovery time or by a mixturédoth (Norrman and Jansson 2004, Manuj and Mentzer
2008). It is especially important to know the cau® certain risks and the most important drivefrSC
vulnerability to consider the interrelations of tiéferent risks. In this work we measure the olleniak

over the whole SC in term of Lead time differencEsat means all possibility events, uncertaintieSG
vulnerabilities or in other words risks that wildd to LTD at the focal firm (Warehouse) in timetsinTo
qguantify risks and their impact the following medlscare seen as appropriate tools, Fault-tree asatigk
simulation, expert estimation, balanced score carBayesian networks and some of them will be frth
explained in the next section (Norrman and Jan&dii, Ziegenbein and Schoénsleben 2007, Buscher,
Wels et al. 2008, Tummala and Schoenherr 2011). ivespecially Bayesian network is appropriate for

causal risk assessment will be explained in Chdpter

3. Risk mitigation:

With risk mitigation the collected and evaluatesks are used to develop proactive risk reductiatesgies

as well as reactive emergency strategies. Sceramlyses would imply serious and minor risk
circumstances (Manuj and Mentzer 2008, Kern, Mateaal. 2012). Even though risk disruptions can be
mitigated, it is not possible to completely elintmahem (Faisal, Banwet et al. 2006, Lockamy and
McCormack 2009). The appropriate strategy is thelected in accordance with the extent of how the

defined scenario is in line with the current S& esvironment.
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Comparing strategies against each other and pziagt mitigating practices support the strategyestbdn
towards fast and effective actions (Pai, Kallepetilal. 2003, Kern, Moser et al. 2012). Particaléention
needs to be dedicated to trade-offs between mitigastrategies and SC efficiency (Sheffi 2001).
Furthermore, it is not sufficient to consider riklsses alone when accounting for the total costs It
required to additionally include the investmentigk mitigation to the total cost of risk. A rulé thumb
states that it is required to assess the levehefrisk against the cost of the risk mitigation ¢@ra and
Sodhi 2004). Thus, the expected costs caused hysE€are the investment to mitigate them, thepant

in terms of loss and their likelihood to occur (Kikorfer and Saad 2005).

2.4.5 SCRM Methods

The actual level of implementation in practice gales that the requirement concerning SCRM is very
extensive and complex and the greatest challeng®isecond SCRM Process step, the Risk assessment.
In general, the SC Risks could be evaluated iredfit ways. In the following the methods often &apin

practice are briefly introduced.

Scenario analyzes:

A widespread practical instrument for risk assesgrisethe scenario analysis. This very good metterd
detect different possible states of risks and gimedetailed overview of the current risk situatiél.

identified factors of influence which would be egpe for the changes will be evaluated, quantiedyior

qualitatively. It is also possible to consider piesi and negative events and take into account ibpipities.
The field of application of the scenario analyzextensive. The results of the Scenario analysiblena
determination of the occurring cause effect chafis.essential advantage is the great flexibilitytiod#
method, because the respective scenarios candxkifidividually. This is why the method is very fide
for the risk assessment. A disadvantage is the&lsagrowing complexity on the one hand and on ttieeo
hand the ability for humans to think in terms ofwmerks which is an essential condition for a sustds

outcome.
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With a view of the after sales supply chain anddbmpany involved in this research the scenaridyaisa
plays a very important role, as within the framekvtre right balance between stock keeping units and
stock costs on the one hand and service levellzardfore customer satisfaction on the other sidestine
upheld. It can occur that for short periods inveis®must be built up for midterm service level ieg to
avoid a delivery bottleneck within the whole logissupply chain because of a temporary risk. Buthan
other hand, the method can falter and more evetitsaheed to be considered depending on the fise o

financial expense to develop good scenarios.

Risk portfolio:

For this method there are many different names lwhan be synonymously used such as "Risk graph”,
"risk landscape", "Risk portfolio" or "Risk matrixThe author will use the name “Risk portfolio”. &h
Risk portfolios are very well suited to the measueat of risk positions or risk causes. It is a two-
dimensional representation form which illustrates éxpected value of the risk (likelihood) as vesllthe
effect (scale of damage) of the risks (Hallikasioldinen et al. 2002, Ziegenbein and Schonsleb&7)20
One major advantage is that the division of thesas@n be configured very differently and makes the
method, therefore, very adaptable. The values eagaby evaluated by questionnaires or audits wghard

to both dimensions often by the assessment witienstope of a five point Likert scale. Risk poitfel
enables us to provide in a two dimensional wayntlst interesting properties of risk to the readea ivay

that is as simple as it is clear.

In similar cases the two dimensions are,

= Expected value or probability of occurrence

= Scale of damage

However, it is also clear that risk port folios @@ assessment instruments and are basically onlghé
representation of already valued risks. Furtheadiiantages are that, for example, the dependentte of
single risks is not illustrated and therefore aegresentation to draw inference in a temporaryepdris
difficult, because the risks illustrate only theremt state of information (Kajluter 2003). Fronstpoint of

the view the risk portfolio is more suitable fopogting.
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Risk simulation:

Fundamental for Risk simulation or Monte Carlo Sattion is the generation of a huge volume of random
numbers. This can be very time consuming due tdaithe needed for calculations. Problems which aan b
solved by the MCS could be divided into two groujgo problems with deterministic and stochastic
nature. There are physical processes which arly rtalchastic, and theoretical, it is possible $e these
figures to generate random numbers. Neverthelegsaictice this does not tend to work and, as e e
use the figures from artificially created compuakgorithms (Blobel and Lohrmann 1998). With thephel
numerous simulation runs we tried to summarizesthgle risks into one risk so that in the end allhood
distribution for the respective factor is producgétie Risk simulation method MCS is often used ia th
financial world and in the business of insurancesdible objective criteria in this sphere are key
performance figures which conceivably have effexisthe summarized single risk monetary factors, for
example, the Value at Risk (VaR) or the Cash FlowRiak (CFaR). In the context of SCRM it must be
considered that the risk simulation is made over whole SC and some more major events must be
disassembled into smaller single events or subessms and a detailed assessment of the respective
situation must be completed. Risk simulation canabsuitable possibility for analyzing risks when a
situation or one sub process can be described nmodel and the input dimensions about likelihood
distributions can be well estimated. A further pigsiis that the practical decision process casupported

by risk simulation, but this should not serve as d¢imly method of the decision making (Frey and Hief3
2001). Similar to the Bayesian Nets the risk sirtiatacan be distinguished between static and dyoami
simulation. However, in the past a static simulatieith continuous and discrete variables could eaus
substantial issues within a Bayesian Network. Ferod Neil (Fenton and Neil 2007) describe in their
2007 “Knowledge and Transfer Report” the pointtaf Bayesian Statistics as follows, ()...“It is be@aaé
this historical limitation that even Bayesian s#tians have shunned BNs for problems that involve
continuous variables and complex stochastic modeltead they have used tools like "WinBUGS"
(Spiegelhalter, Thomas et al. 1996) to solve theblem. WinBUGS are based on an intensive sampling
algorithm known as Markov Chain Monte Carlo (MCM@&gthod. "...()..."Fortunately, there have been
some recent breakthroughs in development of algost...()...Building on the work of Koslov and Koller
(Kozlov and Koller 1997), Neil et.al. (Neil, Tailet al. 2007) have developed and implemented ardigna
discretization algorithm...()...Users of a software It@nch as “AgenaRisk”, which implements this
algorithm, can simply define continuous nodes bgirtirange and distribution without any of the
complexities associated with the MCS approach d&y ttan achieve results of matching or greater
accuracy for many classes of model, especiallyriodels that include discrete variables.” (Fentod an
Neil 2007).
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Fault tree analysis:

FTA is an appropriate tool to show system and m®amnnections in a logical manner. The complete
model is fundamentally a tree-like structure. Acatled , Top Event®, e.g. Lead time differences, fixed

in the beginning, followed by the gradual decomii@si(branching out) of the possible causes thetda
place. Afterwards the single branches of the treelinked together with help of logical operatoriiB,

OR and NOT. By the end of the FTA it is possiblest@luate probabilities of entrance from indepehden
events, quantitatively, by using the formulas outhe probability theories (Ziegenbein and Schdmeste
2007). Referring to the After Sales SC the FTA $thdae indicated by how overlapping SC risks have
influence on the stock planning process in the rAftieles due to LTD as a top event of damage irficibed

firm (Warehouse). All AS SC risks are logicallyKad in the FTA on the basis of the determined etquec
values weighted with the Top event in order to deiee thereby the entire expected value of a LTD by

logical interaction of all risks.

For the model three parameters are specified, wiasle a changing effect on the risks

FTA Parameter:
= Lifecycle status of the part [before/after EOP]
= Inventory range at the™tier supplier level [Days]

= Transport time [Days]

Three risks were also specified, which differ sglgrfor the selected suppliers in this example.sehare:

Specified Supplier Risks:
=  Critical parts or raw material scarceness
= Natural disasters

= Quality problem on supplier side

When analyzing these parameters and risks the nuagebe adapted to the respective suppliers oespar
parts, in order to compute the supplier or parividdial SC risks and total LTD which can be expdcité

we establish the total risk in the form of LTD tR€A is also a supporting method to adapt the safeetgk
amount of the spare parts by adjustment of a fenamaters individually. It seems possible for spzads
with a lower risk level to reduce the safety stackl safe money in form of lower capital commitmamd

on the other side to increase the safety levepéots with higher risk potential to bridge longelidery
times. Finally the FTA represents a first approashgrder to illustrate the interaction of seve®& risks
where the expected values of the SC risks are samumeccording to the bottom up principle to thelto

risk.
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Further methods in practical utilization:

There are additional techniques in use than thoshads described in this work. First there is thgkR
Balanced Score Card. The general concept is basddeoworks of Kaplan and Norton, since the early
nineties the concept is in enhanced use by manyani@s. In the context of risk assessment the BSC ¢
be viewed, however, rather as a supporting instnintdowever, for the representation, distributiord a
interpretation of results it is quite applicablaurfRer techniques are, for example, risk scoringlem
With these methods individual risks are combined antotal evaluation to be agreed upon or howther
method Analytical Hierarchy Process (AHP), as desystic procedure for the decision, supports teesol
various types of problems in companies. Not to dothe Failure Mode and Effect Analysis (FMEA), the
Event Tree Analysis (ETA) and of course the Bayedketwork (BN), which will be described in more
detail in Chapter four.
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3 SCIENTIFIC FINDINGS IN SCRM

3.1 State of Research

As in industrial practice and also in scientifisearch the subject SCRM has become the focusenitiaih.

A good indication is the number of publications this topic. For this reason a Meta-analysis in the
EBSCOhost database was performed (Figure 6). Aouptd the method used by (Vanany, Zailani et al.
2009) the number of articles was established, Wi search terms "SCRM", "Supply Chain Risk
Management" and "Supply Chain Risk" from 2000 ta2@annually.

100 - Number of scientific publications on SCRM
80 -
~ 60 -
[}
g 89
2 40 - e
56
49
20 - a3 41
20 17
I ‘ ‘ . . . ‘ ‘ ‘
2002 2003 2004 2005 2006 2007 2008 2009 2010 2011
Year of publication

Figure 6 Number of scientific publications (EBSCGHo

The analysis shows that from 2004 there is a stiongease in the number of published articles and
scientific interest regarding this topic until 2014 trigger for this strong interest in SC risk igétion
could have been the events in 2000 and 2001, whechimportant effects on the global supply chains
(Vanany, Zailani et al. 2009). There was for exantpe major fire at a supplier for radio frequenbips

for Ericsson in new Mexico in 2000, whereby this @t@rruption led to Ericsson discounting their ri@b
communications division (Norrman and Jansson 20@4due to the country-wide flight prohibition
because of the terrorist attacks of 9/11 in the UZ®1 (Sheffi 2001).
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If we have a closer look into publications fromestyears about SCRM (Appendix B) we find that ¢hre

research directions for SCRM can be identified.

The first research area deals with the identiftgatdf drivers which increase the SC risks and mniake
relation to disturbances the supply chains moraenalble. Peck developed in this context a multlleve
model (Peck 2005). In this context the statemeainfiHarland in the year 2003 is relevant that with
increasing complexity of products the SC becomesemmmplex and therefore increases the SC
vulnerability. Jittner et.al established in 2005 duantitative interviews that essentially six eamio
trends are responsible for an increase of the caxitplin the SC. Additionally the increasing of the
globalization and the associated increase of t@msjsks and cultural risks have their effectsfuither
issue can be variant variety, increasing outsogrcih manufacturing and assembly steps can also be a
reason for a complex SC (Harland, Brenchley e2@03, Barry 2004, Bogataj and Bogataj 2007). If we
take into account the results from the quantitagwepirical analyses of Thun & Hoenig and Wagner &
Nashat, economic trends such as SC Globalizatmhuction of stocks, centralized distribution, deseeof

the supplier basis, outsourcing, shorter proddetdycles, rising variant variety can all be idéet as
risks and therefore as vulnerability drivers in modSC Networks (Wagner and Bode 2007, Wagner and
Neshat 2010, Thun and Hoenig 2011).

The second relevant area of research is conceritbdhg preparation of models and concepts for SCRM
In the literature numerous models represent whiepssare necessary for a SCRM process (Norrman and
Jansson 2004, Kleindorfer and Saad 2005, ZiegerdrainSchonsleben 2007, Manuj and Mentzer 2008).
However, the three most important steps for a SGR&tess are: risk identification, risk assessmedt a
risk mitigation (cf. chapter 2.4.4). Most modelatstl in the literature are based on a conceptymbaph
(Manuj and Mentzer 2008, Tummala and Schoenhert0dthey are special case studies which describe
SCRM processes already used in the practice (Norrarad Jansson 2004) or concepts which test

previously developed concepts (Ritchie and Brinde@7, Ziegenbein and Schonsleben 2007).

The third relevant area of research focuses onattadysis of SC risks (Appendix A). The aim in this
research field is to apply the first two stepshef SCRM process (Risk identification and Risk asvest)

,by identifying the most relevant risks of the ddesed SC and evaluate their severity (Kersten 2006
Wagner and Bode 2007, Blos, Quaddus et al. 2009y Bnd Hoenig 2011, Vilko and Hallikas 2011). The
risk analyses took place on the one hand via i@kt interviews, case studies or in the context of

quantitative empirical surveys over standardizegistjonnaires (Kersten 2006, Thun and Hoenig 2011).
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Studying the literature shows that the topic isdmeing more scientifically important and is being
discussed on qualitatively high level. There isapid rise of publications on the subject of SCRMI an
numerous reports and investigations exist. FromhBetlal. the different research methodologies lban

distinguished in conceptual, empirical qualitatbreempirical quantitative (Sodhi, Son et al. 2012).

SCRM Research Methods

conceptual empirical
P qualitative quantitative
Table 3 Overview SCRM research methods

In their two empirical studies Hendricks and Sidghscertained the impact of SC risks on a company’s
performance. Both studies show that companies dorewpver quickly from the negative effects of
disruptions in the SC. On the contrary, the comgmihat experienced SC disruptions lost 40 perokent
their stock return (Hendricks and Singhal 2005)ckaony and McCormack proved in 2012 that external
and operational risks have the most negative immacta company’s revenue (Lockamy Il and
McCormack 2012). Juettner and Maklan explored &ationship between SCRM, SC resilience and SC
vulnerability. They proved that SCRM enhances thsilience of the SC by improving the chain’s
flexibility, visibility, velocity and collaborationcapabilities. That implies, SC resilience has sitpe@
effect on SC vulnerability (Juttner and Maklan 2DIloday we know that SC risks do not arise stgica
and in isolation furthermore the SC risks ariseadgitally in a modern delivery network. For thissea
special technigques are necessary to manage thekseimi global supply chains. Hallikas, Virolainemda
Tuominen were in 2002 one of the first groups afesechers who tried to model SC risks in a causal
relationship (Hallikas, Virolainen et al. 2002). éihcausal network thereby is essentially basedhen
graph theory work of Lauritzen and Spiegelhaltet 88 (Lauritzen and Spiegelhalter 1988). Rabekl.et

in 2007 took up the causal idea and developed ardnsystem, the very same as Yen and Zeng in 2011
as they also examined the SC risks in a causal &@®onk (Yen and Zeng 2011). The use of Bayesian
Networks in the modeling of SC risks is seen aseay wecent branch of research. Lockamy and
McCormack have published their work in three esakptipers since 2009. They began with the effetts
operational supplier risks on revenue over suppgidiecision making for outsourcing activities ie tyear
2010, and followed up with the development of adividual supplier portfolio in 2012 (Lockamy and
McCormack 2009, Lockamy Il and McCormack 2010, kamy Il and McCormack 2012). Another
option to minimize risks in the SC can be estalishy excluding particular partners from the SGvoek

as part of a proactive SCRM. To achieve SC resifensidisin and Ellram (2003) differentiated betwee
behavior-based management methods, including ®rpplinagement practices, e.g. supplier qualifinatio
and development of the buffer-oriented methods khimply operation-specific practices, such as

inventory management and multiple sourcing.
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However the buffer orientated strategies can leachigpher SC costs caused by higher inventories,
obsolescence potential or missing economies oé shat to redundant supply sources. Nevertheless si
those practices can be implemented without the faregiktensive resources and since their positiyeaict

is short-term, buffer-oriented methods are appedprapproaches towards reactive SCRM (Zsidisin and
Ellram 2003). On the other side, behavior-basedtimes are appropriate for proactive SCRM. In oftder
decrease delays, Chopra and Sodhi suggested in 20@4ld inventory and capacity to increase SC
responsiveness (Chopra and Sodhi 2004). The extarinaof IBM provides evidence that the profit loss
caused by supply disruptions decreases the hitjeesafety stock level is kept (IBM 2008). Kim, Cahe
and Netessine studied in 2007 the different conhttgpes between the purchasing and supplying
organization in the AS. In particular the performmadibased contracting was assessed to be effegiawesh
moral hazard in terms of product availability amdat cost. When implementing the risk mitigation
strategy, it is not sufficient to focus on the wggy definition alone. The empirical study condddby Blos

et al. in 2009 shows that SCRM practices need ¢tude strong focus on better SC communication,
continuity training programs and from an organizadil point of view the creation of a chief riskioéfr
(Blos, Quaddus et al. 2009).

3.2 Gaps in Research

The current state of research shows that it is itapo to take the risks involved within the Supphain
environment seriously and to develop suitable n®del their control in the field of the SCM. An
implementable model is the key to agile SCs andcéffe SC performance. However up to now research
efforts are mostly dedicated to risk mitigation armbuntermeasure definitions, whereas the
operationalization of SCRM is still in the earlyveé®pment stages. Only if a risk orientated SC rhixle
implemented in the operations and is continuousigroved during the day-to-day business, can messure
make a mid or long term effect on risk reductiod @sk avoidance. The need for an implementableehod
in the SCRM area is ever increasing. Companies pesttical approaches tailored to the requiremehts
individual industries and more advanced instrumémntglentify and assess risk in the entire SC ngiwo
(Juttner, Peck et al. 2003, Tang 2006, Wu, Blackhet al. 2006, Khan and Burnes 2007). Specific
challenges led to broad research on spare partketsarspare parts characteristics, spare partslysupp
strategies, warranty, forecasting methods and wawvgroptions (Wagner, Jonke et al. 2012). However,
investigations into specific AS SCRM models arereeaThe literature review reveals that there are n
frameworks or models that deal with the RM conéepifter Sales inbound SC. Despite this there eslesr

in the AS, they are focused on the contractuaticalebetween the purchasing and supplying firm toey

are not affected by the complete delivery strucfooen the viewpoint of risk theory (Kim, Cohen dt a
2007).
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The methodology of Bayesian Networks has been egpio various fields of study, e.g. insurance,
financing, statistics, computer science, cognitbagence and philosophy (Cowell, Verrall et al. 2007
Darwiche 2010). However, the application of BNgHe overall evaluation of the SC network in terris o
RM has been insufficiently examined and is compyetessing in the After Sales inbound SC. Therefore
it needs to be further developed to gain deepeéghits into the complexity of the AS SC. If the amt
state of research on SCRM is projected on the /Atdes a substantial need for action in all fieltithe
SCRM process becomes clear. Therefore this work failus on risks in the inbound SC of the AS.
Concretely, the term inbound supply risk means ‘ftb&ential occurrence of an incident associatedh wit
inbound supply from (...) the supply market, in whithoutcomes result in the inability of the pursing
firm to meet customer demand or cause threats stomer life and safety” (Zsidisin, Ellram et al.020.
Nevertheless Chen et al. showed that the magnitfidee bullwhip effect are mainly determined by the
structure of demand (Chen, Ryan et al. 2000). Titbound risks are less threatening according t@sim
80 percent of the purchasing managers in the auteenmdustry (Blos, Quaddus et al. 2009). It mosta
result of today’s modern planning systems basedtbgistical inventory analysis, such as SAP APO and
Global Inventory Management Systems which are aseithiventory system, to prevent the classic Bullwip
effect (Lutz 2002). The today’s challenge is toanak the buffer stocks in the warehouse dependirthe
multiple uncertainties in the after sales inbou@li® a causal context. The cause-and-effect vievis&b

is effective for proactive and reactive SCRM (Halk, Virolainen et al. 2002). Pearl defines requieats
which the theoretical approach of causality needmeéet in order to satisfy a scientific approachafiP
2009). Consequently, the operationalization of 8#&RM requires a qualitative and a quantitative risk
analysis (Khan and Burnes 2007). The quantitatssessment and evaluation of causal risks and risk
effects will be performed by the application of theaph theory and conditional probability that are

integrated in the Bayesian Network.

In summary, the following scientific gaps have betmtified:

* No attention to SCRM related to the AS inbound ®Gwvork

* The specific AS inbound SC risks are unknown

» Lack of investigation into sustainable SCRM openadiization

» Lack of modeling methodology for risk causalitytire After Sales inbound SC
* No application of Bayesian Network within a AS Slyp@hain
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4 METHODOLOGY

4.1 Bayesian Networks

Bayesian Networks are graphic models which shoveandistic interrelations. In recent decades, Beyes
networks have become increasingly important foctical implementations due to the fundamental works
of UCLA Professor Judea Pearl. In addition to Emmal works the computer software to represeng ver
complex problems have improved and today's computer not have any issues with calculating and
representing multi-dimensional problems (Conradyg douffe 2011). Basically, Bayesian networks are
considered as normative expert systems and thelpemed on the probability theory (Jensen and Nielse
2007). These normative expert systems for modelingditional probabilities concentrate on the
uncertainties in problematic fields. In contrasthe rule-based expert systems, normative expstes\s

do not replace experts they support them onlyridifig the best decision and reasoning for the qdati
problem. One of the key features is the abilityntodel and reason uncertainty in complex problems
(Fenton and Neil 2007).

4.1.1 Applications

Today the applications of Bayesian networks are ymeamd varied. Mainly, however, BNs are used in
medicine and also, since Basel Il (risk proteciiorihe lending business), in the financial world fe\w
examples are listed in different areas.
= Medicine:
o Pathfinder: Covers approximately 60 lymph node aliss and 100 symptoms and
test results
0 MIT-Hearth Disease Program: Therapy of cardiovastdiseases
0 Munin: Used for diagnosis of heuromuscular diseases
= Economics:
0 Help Functions, e.g. Microsoft or Hewlett-Packard
0 SPAM filtering
0 Bayes Credit: Risk protection tool. Helps Banksnieet the Basel Il requirements
= Biology:
0 Prediction of Deoxyribonucleic acid (DNA) structare
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=  Meteorology:

0 Weather forecasting
= Computer science:

o0 Knowledge representation, fault diagnosis, pattecognition, heuristic search
= R&D:

0 TRACS System: Analyzing systems regarding compael@velopment and

manufacturing processes in vehicle design and dpvel

The aforementioned examples are of course, incdmplumerous other applications of Bayesian
Networks can be found e.g. at the Agena, Hugin sso&iation for Uncertainty in Artificial Intelligee
(AUAI) websites. The benefit of the Bayesian appgtggparticularly when it comes to the calculatidn o
risk probabilities, is its ability to provide a natl way to compute conditional probabilities (Fenand
Neil 2012).

4.1.2 Attributes

In a large number of existing applications, there assential attributes for the selection of Bamesi
networks in risk assessment with complex structaresuncertain knowledge. A Bayesian network can be
easily extended with elements of decision theorkis Tenables, in decision making processes, the
established maximum benefit. The list of positigattires is extensive. Fenton and Neil have listetesof

them in his book “Risk assessment and Decisiornyaizalvith Bayesian Networks”.

Modeling: “...It is important to understand that the key benefittausal modeling is in stark
contrast to classical statistics whereby predictiondels are normally developed by purely data-

driven approaches...“(Fenton and Neil 2012)

Reasoning: “...A BN will update the probability distributions fagvery unknown variable
whenever an observation is entered into any nodearfiering an observation in an “effect” node
will result in back propagation, i.e. revised prdidéty distributions for the “cause” nodes and
vice versa. Such backward reasoning of uncertaingy not possible in other

approaches..”(Fenton and Neil 2012)
Parameter: “... A BN will require fewer probability values and pamaters than a full joint

probability model. This modularity and compactnessans that elicitation of probabilities is

easier and explaining model results is made simplg¢Fenton and Neil 2012)
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Input: “...There is no need to enter observations about all“thputs”, as is expected in most
traditional modeling techniques. The model produeadsed probability distributions for all the
unknown variables when any new observations (a®feas many as you have) are entered. If no
observation is entered then the model simply assuheeprior distribution...”(Fenton and Neil

2012)

Combination: “... A BN is “agnostic” about the type of data in anyriagble and about the way
the probability tables are defined.”(Fenton and Neil 2012)

4.1.3 Structure

Bayesian networks are graphical models and hawedhgin in statistical modeling. Developed by Hea
1988 Bayesian Networks are directed acyclic grgpss) which represent a problem field (Domain) with
uncertainties. Probability theory forms the basisthe processing of incomplete or uncertain infation.
This may also the reason that the probability thésmregarded as the necessary "glue" for modedimd)

ensures consistent processing of information irdifferent models (Jordan, Ghahramani et al. 1998).

A:Cause 1

A P(A)
false | 0.7

=1
true 0.3

A B P(BlA) B: Cause2

false | false 0.02
false | true 0.98 =1

true | false 0.6

=1 |8 D P(D|B)
true true 0.4
false | false 0.01 =1
false | true 0.99
true | false 0.1 -1
true | true 0.9 -
B C P(C|B)
false | false 0.2
false | true 0.8 =1
true | false 0.7 -1
true true 0.3
Figure 7 Bayesian Network structure (Fenton and Rxi2)
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The nodes in the BN are the random variables, tlegyesent events or causes and effects and are
connected with directed edges, cp. Figure 10. Tinmections represent statistical or causal depensen
among the variables and show the way of cause fiect graphically. If there is a directed edge bexw
two nodes, the predecessor is called the parer and the successor node is called a child nod&glre

7 for example A is a parent node because thene &raw from node A to node B, so we say A is &par

of B. Informally, an arrow from node X to node Y ams X has a direct influence on Y. Root nodes e.g.
node A in Figure 7, are associated with a non-d@ndil or prior probability e.g. P(A). Each no¥ehas a
conditional probability distribution RX( | Parentsg)) that quantifies the effect of the parents onribde
and the respective parameters are the probabiiititise Node probability tables (NPTs). All parasrst
must be mutually exclusive and exhaustive and time af the probabilities in each NPT must be onee Th
NPT reflect the strength of the dependencies betwe® nodes. They can be filled with data (obséraat
experiments) and with expert knowledge. Furtheis ipossible to map normally distributed continuous

density functions or arbitrarily distributed dis¢robability functions.

Definition of a Bayesian Network by(Fenton and Neil 2012)

“A Bayesian Network (BN) is an explicit descriptiof the direct dependencies
between a set of variables. This description ighamform of a directed graph and a

set of node probabilities tables (NPTs):

Directed graph: The directed graph (also called the topology oucture of the BN)
consists of a set of nodes and arcs. The nodegsmond to the variables and the
arcs link directly dependent variables. An arc frénto B encodes an assumption
that there is a direct causal or influential depende of A on B; the node A is then
said to be a parent of B. We also insist that themeno cycles in the graph (so, for
example, if we have an arc from A to B and frono B then we cannot have an arc
from C to A). This avoids circular reasoning.

NPTs: Each node A has an associated probability tatdéled the Node Probability
Table (NPT) of A. This is the probability distritut of A given the set of parents of
A. For a node A without parents (also called a rnotle) the NPT of A is simply the

probability distribution of A.”
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4.2 Calculation

As mentioned in the previous section, the probbtheory is the basis for the Bayesian theorem and
therefore Bayesian networks. Often two or more &vemust be linked in order to determine the overall
probability. Depending on the type of connectioe talculation rules are different in probabilitydan
dependence of the different events. The other ®itiat in probability calculations, there are taifierent
views of the events, the frequentist and the stibgeiew. A frequentist view draws inferences abdata
given an unknown parameter but gives little helgimntifying risks. On the other hand the subjestiv
approach accepts different beliefs (experts) abnaértain parameters, given new evidence. It hapiext

a frequentist analysis of a data set often agreéwge part with a parallel analysis based ontgestivist
interpretation of probability (Lindley 1965, Fentamd Neil 2012). However, the probability calcdati
behind it is quite simple and the rules for bothspectives are the same. The problem in practibevsto
select or combine the right rules and axioms whaoutating with probabilities. For this reason, thain
calculation rules of probability theory should beeBy introduced in the following sub-chapter. Bee
following sub-chapter is based on Fenton & Neil &hdntgomery & Runger (Montgomery and Runger
2010, Fenton and Neil 2012).

4.2.1 Probability Primer

Basically, it is important to understand what ad@m experiment is. It is a procedure which can be
repeated any number of times with at least two ipessoutcomes that we are unable to determine in
advance. Common examples are the drawing of lottargbers or the throwing of a die or a coin. Each
possible outcome of a random experiment is calledesent. The possible outcomes of a random
experiment, which are mutually exclusive and carb@further divided, are called elementary evemts o
results. Let us denote the outcomes@aso,, ... @, (Small omega) analogous to the characteristicesmbf

X1, X2, ... X iN the descriptive statistics. The set of all edatary events is called an event space or outcome
space, and is defined &= {1, ®,, ... ®,}. Sometimes we are interested in events that ameposed of
several elementary events. Consider the eventyvthgoless than 3 dots when rolling a die. We exjpleet

elementary events "1" and "2" together. This is &sown as a composed event and we write formally.

A= w; VU w,

(1.0)
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If the event is composed of several elementary tsy#me following notation is also used:

m
A= U(J)i

i=1

(1.1)

In the following we call composed events only egeartd we denote them with large letters (mostlynd a

B), respectively.

Today’s probability theories are based on axiomiglwho back to Kolmogoroff (Kolmogoroff 1933). The
axioms by Kolmogoroff give a mathematical foundatfor the probability theory. However, the axionts d
not make any statements about how the probabiltiesto be determined in practice but the proktsbili

theory is fundamental for Bayesian Networks.

Imagine an event space and a subset of events: Then

= The impossible event]) is included in the set of events
= The area of the event spaé®) (s the set of all possible outcomes

= For any two events there are also the uniohgnd the intersectiom() of both events in the set of
events included

= For each event there is also the complementaryt éveime set of events included

In this environment we can define a real valuectfiom P which assigns a real number P(A) to eagmnev

This function is called the probability if it haset following properties:

1. Pis normalized: R)=1
2. Pis not negative: P(®O0
3. P is additive: P(AB) = P(A) + P(B), if: An B=0

For the combination of the first and the seconahisait arises: @ P(A)< 1

Often, and in particular in risk causality, two more events must be linked together. To deterntiee t
resulting overall probability different calculatiomles are available depending on the type of tmil
dependence of events. In the following the mostoirtgmt rules are introduced briefly; addition rulee
complementary event, conditional probability, indegent events, the multiplication rule and theltota

probability.
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Addition rule:

The probability of the union of two mutually exdis events A and B follows directly from the defian

of Kolmogoroff:

P(AUB)=P(A) +P(B)ifANB= 0
(1.2)

The probability of rolling a ,,2" or a ,3" with a gular dice can be calculated as 1/6+1/6=1/3. F®wuttion

of several mutually exclusive events it is therefor

P(LJAL) =;P(Ai), if A;n A =0 foralli #j

i=

(1.3)

In the case that the events are not mutually ekaus each other, the above formulas do not apiie
problem with the application of the previous forasiis that the overlapping areanAB is counted twice.
Therefore we have to subtract one probability. Assult we obtain the following union formula famya

two events:

P(AUB) =P(A) + P(B) —P(ANB)

(1.4
Complementary Event:
For each event A, there exists also the complemgrtant At follows the definition:
AUA=Q

(1.5)
Aand A are mutually exclusive. And sincelH {s 1, it is
P(A) =1-P(4)

(1.6)
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This formula is useful when the probability of tbemplementary event is simpler to calculate than th
event itself. In many cases, the probability ofarent B depends on whether an event A previously
occurred or not. We call it the conditional probipiof an event. This conditional probability isny

important in the context of Bayesian thinking.

Conditional Probability:

The conditional probability P(BJA), is the probdtyilof the occurrence of the event B under conditioat

an event A has already occurred. The conditionabaiility is calculated as follows:

P(B|A) = M; P(A) >0
P(A)
(1.7)
Example:
Consider a University that has a total of 5,0@@isnts enrolled, 300 of them in the industrial argring
program. All in all there are 180 men among therd #rerefore only 60 in industrial engineering. We
define the event A as “studied industrial enginegriand we define event B “is a man”. The probapili

that a randomly selected industrial engineeringesttiis a male is given by:

P(ANB) &
P(B|A) = A =50 = 0.2
5000

(1.8)

A similar problem can be constructed with a bagtaimng five blue balls and five red. For this exde)
suppose the probability of B (drawing a blue ballthe second trial?) depends on the occurrencheof t
event of what color the ball from the first tricddf? Let's take the same example again to explaithan

important observation in the probability theorye firobability of independent events.

Independent Events:

For example if we put the ball back into the bagradur first trial the probability of B isn’t coittbnally
dependent on A and if we know that the same nunalbeed and blue balls are in the bag then the

probability in this example is always 0.5 (a fiftfty chance).

Therefore, it is defined that two events A and 8 @tochastic) independent if:
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P(B|A) = P(B|A) = P(B)
(1.9)

If this equation does not apply then the ev are (stochastic) dependefbgethe with the Formula 1.7
for the conditional probabilit it is possible to check bthe definition of independen, if two events are

independent or not.

Example:
The probability of then time delivery of Component 1 is P(C1)0:9. Componel 2 is delivered on time
with P(C2) =0.85. The probabilitthat the two Components are suppliedime is 0.8. We can calculate

this on the basis of thiaformatior.

P(C1NC2) 08

P(C2|C1) = D " 09

=0,89 # P(C2) = 0,85

(2.0)

The two events (in timalelivery of Components) are therefodependen For a practical test it is

appropriate to do this in ttprobability Table (2x2 Table). We found for taeample the following tabl

C, c2 T
C, P(C4NC,) = 0.8 P(C1NC2) = 0.1 P(C,)=09
c1 P({CING,) = 0.05 P(C1NC2)=0.05 PC1) = 0.1
b P(C,) = 0.85 P(C2) =0.15 1.0
Table 4 Probability Tabl

Let us check thendependeng, therefore the conditional probabilities of Gader th' conditions of C1 and

C1must be compared:

P(C1NC2) 08

P(C2|C1) = P~ 09° 0,89
(2.1)
P(C2|C1) = P(HQCZ) _ 905 0,50
P(C1) 0,1
(2.2)
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If the conditional probabilities are different, thgo events are stochastically dependent. By toanshg

the definition of conditional probability we dirdé¢bbtain the multiplication theorem for any events

Multiplication Rule:

The probability of the event that both A and B ascare given by:

P(AN B) = P(A) - P(B|A) = P(B) - P(A|B)
(2.3)

Imagine the following example. A bag contains freel balls and five blue. If we want to know whag th
probability of getting a red ball (A) in the firtial is and also in the second trial (B) we haweuse

Formula 2.3.

5 4 2
P(ANB)=P(A)-P(BJA) =— —=—=—-=10,23
10 9
(2.4)
If both events occur independently of each othat theans we put the ball back into the bag afeffitbt
trial, the calculation can be simplified as P(BJA)P(B), so that the definitions of multiplicatiorf o

independent events are:

P(ANB) = P(A)-P(B)

(2.5)
And the independent probability is therefore:
P(ANB) =P(A)-P(B) = > 5 _® —1—025
B 10 10 100 4
(2.6)
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Total Probability Rule:

Let’s assume the following problem. We will knove throbability that a randomly selected studentgt a

University is female P(A), and we also know thddaling.

= From 100 students in Nursing 60 are female
=  From 150 students in Industrial Engineering 5 aredle

=  From 250 students in Business 15 are female

60+5+15 80
100 + 150 + 250 500

P(A) = =0,16

2.7)

To stay in the previously used nomenclature theblpra can be described more generally as follows.
Assume, we have mutually exclusive events;AA;...,A, The union of these events corresponds to the

event spac® and thus has a probability of 1.

n
A =Q; withA;n Aj=0@ foralli #j
1

i=

(2.8)
If now B is an event in the event spdeeThen
P(B)=P(A,NnB)+P(A,NnB)+P(AsNnB)+--+P(A4,NB)

(2.9)
P(A;nB) = P(B|A;) - P(4)

(3.0

This can be illustrated graphically as follows. Tieetangle represents the sample sp@chich is
covered without the overlapping of the event{go®A,. The event B, which is shown here in grey overlaps
with some or all of AThe total area of B, which corresponds to the poditg results from the union of

the individual intersections;A B.
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Az As Q

Figure 8 Event Partitioning (Montgomery & Runger)

Now, we are in position to derive the total proligbfrom the previous statements. Consider alléhients
A1, Ay,...,Asand B from the sample space If,

n

Ai =
i=1
(3.1)
Ain Aj=0@ foralli #j
(3.2)
Then;
P(B) = ) P (Bl - P(A)
i=1
(3.3)

What does this mean for the previous problem if 2884dy Nursing (NUR), 30% study industrial
engineering (IE) and 50% study business (BU)? Topgrtion of the female students in Nursing is 60%
IE 3.33% and in Business 6% and now we are intedest the probability P(F) for whether a random

selected student is female.

P(F) =P(F |NUR [P(NUR) + P(F | IE) LP(IE) + P(F | BU) [ P(BU)
06[0,2+ 003[D3+ 00605

012+ 001+ 003

=016

(3.4)
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4.2.2 Bayes” Theorem

Referent Thomas Bayes (1702-1761) was a Britisthemaaticians who was the first scientist to undeibta
probabilities that are conditional upon each o{daynesy 1986). The basic theorem can be easiltyedier

by the multiplication of two independent events.

P(A) - P(B|A) = P(B) - P(A|B)

(3.5)
The Bayes Theorem:
P(A|B) = % and P(B) > 0

(3.6)

Since this equation is the basis for Bayesian netsycConrady (Conrady and Jouffe 2011) gives a @anp

definition of the individual elements of the Baydseorem:

- P(A) is the a-priori-probability, also unconditidngrobability and represents the
prior belief, e.g. expert know how, about the hjyesis A.

- P(B|A) is the conditional probability and represethte likelihood of B in A

- P(B) is the total probability that acts as a noimiiad) constant and represents the
evidence, the degree of belief.

- P(A|B) is the a-posteriori-probability and reprdserthe conditional probability, the

posterior belief about A depending on the inforimatf B.
Many common fallacies in probabilistic reasoningeafrom mistakenly assuming that P(A|B) is the sam

as P(BJA) (Fenton and Neil 2011). For that, a sreaiimple from the practitioner’s perspective expai

briefly the Bayesian phenomenon.
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Example:

By using the supplier evaluation we found, that 40Pl fuel lines were delivered too late. Furtiere

we know from the past analysis that 70% of all I&atk differences of the same fuel lines were due t
procurement problems of the polyamide (special rat®Al2 to meet customer requirements) at the
second tier supplier. Now the OEM gets the infoiaratabout general supply problems for PA12. The
dispatcher analyzes the delivery schedule, anddigut that 50% of the ordered components use AR P

according to the BOM.
The definition of the individual elements of they®a Theorem can be summarized as follows;

= P(A) represents the prior belief from the suppkealuation that 40% of all fuel lines were
delivered too late. P(A) = 0.4.

= P(B) represents the evidence from the BOM analysit 50% of the ordered fuel lines are made
of PA12. P(B) = 0.5

= P(BJA) represents the likelihood of B in A, thattiee amount of fuel lines delivered too late.
P(BJA) = 0.7

P(A)-P(B|A 0.4 -0.7
PAIB) = ()P(B() D _ 2207 ose

(3.7)

As a main result, we can see the belief of notinmetdelivery (previously 40% based on the supplier

evaluation) increased to a posterior probabilit$©%o.

In this example we found by the dispatcher that S5fi%he ordered products include the PA12 as a base
material. This was, quasi, a happy circumstancenany practical cases, it is not so easy. In tlcases,
however, if the evidence probability is not knowreg are able to calculate the probability becausestient
A and its complement always represent a decompasif the possible outcomes. This process is called

marginalization.

P(A[B) = PAIPBIA  _ 0407 .
P(A)CP(B|A) + P(B| A P(A) 04(07+ 0306

It is easy to see, the difference of the overalbability whether P(B) is known or not is only 0.8dd this

shows us the Bayesian approach is a suitable cofardpandling situations under uncertainty.
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The lack of raw materials was held responsibléis ¢xample for the late delivery. In practice, lever, a
number of risks in the supply chain can lead t@ck lof the inventory and safety stock to supply the
customers. Because of today's complexity in suppéins, we have to formulate several hypothesethéor
lead time differences in the After Sales Warehob®e.example, transport risks {)Aa prioritized series
production (A) or a temporarily higher scrap rate due to a gypalioblem (A). After that we are able to
solve such complex problems using the Bayesianoaghr we have to make sure that the four events are
mutually exclusive and exhaustive. To secure thesdefine for this, just the complementary hypoithe$

no lead time difference (A

P(B) = P(B|A;) - P(A;) + P(B|A;) - P(A;) + P(B|A3) - P(A3) + P(B|Ay) - P(AL)
(3.9)

P(B|A) - P(4)
P(B|Ay) - P(A)) + P(B|Az )~ P(Az) + P(B|A3 )-P(A3) + P(B|A4) - P(As)

P(4;|B)

(4.0)

Under the condition that the union of the variousrgs A, A,, ..., A,are mutually exclusive and the sum

of all the probabilities equals one. Now, it is pibte to define the Bayes theorem in a generaiomers

(3.1)
Ain Aj=0 foralli #j
(3.2)
Then
P(4;) - P(BlAy)
P(A4|B) = =5
(4,18) i=1 P(BlAy) - P(4)
(4.1)
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4.2.3 Joint Probability Function

In the last sections the basic rules in probabilityory and the Bayes theorem were explained. # wa
shown that various causes can lead to our ovéskllgad time difference. One of the easiest waysmall
networks to perform the relevant calculations isuse the joint probability function. Due to therjbi
probability distribution P(U) it is possible to calate the probabilities of every possible eventthy
values of all the variables in the Network=A(A;. ... .

with five variables (A, ....,As). Each variable has two states (yes/no) and thi&ablas are mutually

exclusive.

Figure 9 Example of a five node Bayesian Network

Let us apply the multiplication rule to this netkdo get the following expression:

P(U) =P(A Ay Az Ay As) = P(Acn Ay 0 Agn Aun Ag) =
P(As|As, Ag Az A1) - P(A| As Ay Az Ar) - P(A] As Az Az Ay) - P(A] A) - P(A) (4.2)

If we now take into account the causal structur¢ghefvariables, e.g. Awhich is directly dependent only

on A, then we get the factorized representation ofdih probability distribution P(U).

P(U) = P(A sz A3, A4’ A5) = P(Al n A2 al Agﬂ A4ﬂ As) =
P(As) - P(Al| As, A2) - P(AIA2) - P(Al A1) - P(A) (4.3)

Each variable (node) is independent of the predecasode if we have an instanced for example true o

false parent node. The joint probability distriloatiover all variables is expressed in Formula dehgen
and Nielsen 2007).

-850 -



PU) = P(Ay, ..., A,) = HP(AilParents (4))
i=1

(4.4)

Where Parents (Ameans the values of the direct predecessors ifrmtle A with respecto the graph in
Figure 9. If we can manipulate the variables in tieéwork, for example set the value of variablea&
“yes” or "no” and measure its effect on variable #en the probability distribution of variable, Avill
change under the conditions of the different vahfegariable A. Based on these assumptions we are now
able to calculate all probabilities within the whohetwork. Arising over time through experiments,
evaluations or expert knowledge new informationuthv@riables, the posterior probability of eachiafale

in the BN can be calculated based on the Bayeleorém. To bring new knowledge into a network we
must have just the basic framework, the so calhdthi situation. Take the example based on Fidiire
We assume that procurement problems at the figst(f,), for example missing components, serve to
problems in the ®itier manufacturing (4. Depending on capacity bottlenecks, the priaattan in the '

tier manufacturing has an impact on the in timgstgnts for after sales gAor serial delivery (4). For
delivery delays in serial production fAit is also possible, that the first tier has eklaf series carrier (&,
with direct influence on the serial in time shiprteeand which in turn has no direct influence ondfter
sales due to another packaging concept. That nfeatise initial situation about % of the producteuid

be usually delivered too late in After Saleg)(ANow, suppose the following situation. The cutrsumpplier
rating shows us the supplier has no shipment ire timhich means we have a 100% delivery delay
(Scenario 1). The BN gives us back the allegeddiis&ter and through the joint probability calcidatthe
prior probability of the procurement problem JAncreased at the®itier from 50% to a posterior
probability of 73%. This very simple example shdts importance of the joint probability functiontims

context.

Scenario 1 (A4): Delivery delay

Figure 10 Joint probability calculation
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The other side is, in networks with many variatifes determination of probabilities in specific \adofies is
more complicated because P(U) grows exponentiailly the number of variables (Pai, Kallepalli et al.
2003). For this in the literature, we find two quées of intelligent algorithms. The exact solatio
algorithms like for example Polytree algorithms gRel988), Junction Tree algorithms (Lauritzen and
Spiegelhalter 1988), or variable elimination alguns (Zhang and Poole 1994) and the approximation
algorithms for example the Markov-Chain-Monte-Cadigorithms, Likelihood-Weighting algorithms,
model simplification methods or stochastic sampledgorithms. A good overview of the inference

algorithms can be found in Guo and Hsu (Guo and20€2).

Finally we can conclude this sub-chapter with timelifhg that, the Junction Tree algorithm is the tos
widespread algorithm and for the majority of apmiions and models completely sufficient. In this
dissertation we worked with the junction tree aithon, since in this work the BN software by AgengiRi

has been used, which underlies the junction trgeriéhm (Appendix C).

4.2.4 Node Probability Tables (NPT)

In order to quantify the relationship of causalign expert must define and quantify the causal
dependencies that are all the nodes that have tohbeacterized by probability values specified in
conditioned or unconditioned Node Probability Tab{®PT). Unconditional NPT’s are assigned to nodes
that have no parent nodes and require unconditiprddabilities (Jensen and Nielsen 2007). Equivblen
conditional NPT’s are assigned to child nodes #ratcaused by their parent nodes. In conditional SNP
conditional probabilities are determined for thddhode dependent on its parent nodes. Many realdw
problems are effectively represented by a mixtdrdiscrete and continuous nodes (Jensen and Nielsen
2007). Thus, in order to closely represent the reaild of the risk environment it is inevitable to
incorporate both types, discrete and continuouseso84 BN with discrete and continuous nodes is also
called a hybrid BN (Jensen and Nielsen 2007, Featah Neil 2012). The User manual of the Software

from AgenaRisk provides various node types andsaajents of each node.

Discrete Nodes:

Boolean: e.g. “True”, “False”. Or “Yes”, “No”
Labeled: e.g. “Red”, “Green”, “Blue”
Ranked: e.g. “Low”, “Medium”, “High”
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When applying discrete nodes, each state of the negds to be defined by a number between zero and
one where the probability zero represents an iniplesevent and the probability one stands for asnév
being highly likely to happen. However, accordinghe Cromwell’s rule it is less appropriate toigissa
value of zero or of one when defining the prior hability (Roskelley 2008). The sum of all state

probabilities of one node has to equal one.

Continuous Nodes:

Integer Interval: e.g. 0,1, [2, 3], [4], [5 —iinity]
Continuous Interval: e.g. [0, 10], [10 — 20], [20ninity]
Discrete Numeric: e.g. unordered collection of esle2, 0, 2.5, 3.6, 10

When applying continuous states the probabilityugal of each of the states can be assigned by a
probability distribution. Conditional probability edsities of continuous nodes can be processed
automatically in AgenaRisk by the use of dynamisctitization (Appendix D). To represent continuous

nodes the software offers numerous probabilityrithistions.

A correct calculation of discrete and continuousle® requires compatible adjustments by the use of
synthetic nodes. Synthetic nodes have the functbrreducing complexity when propagating the
probabilities as well as when designing the BNdtiee. The function also includes the ability tongdy

with the logic of mutual exclusiveness and commahagstiveness. For both, discrete and continuous
nodes there are three ways of editing NPT; marexgression and partitioned expression. The manual
node is characterized by the necessity to meraigiaghe prior probability value to each statehs tisk
node irrespective of the type of the node. The e&sgion node offers mathematical expressions (E,g. |
AND, OR) for discrete nodes and arithmetic exp@ssias well as multiple probability distributiorns f
continuous nodes. The partitioned expression caappbed to both node types, where specific exjwass

can be assigned to the individual combination afestates.

Algebra of NPT:

There are three operations we are interested invandan use these, along with Bayes’ Theorem to
compute or derive any measure of interest in the BNese are; marginalization, multiplication and
division. A big advantage of the NPT instead oftakdting probabilities, one at a time, we can @d#eis,

containing rows and columns indexed by variableestalues (Fenton and Neil 2012).
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Adopted from Fenton and Neil the following examgk®uld briefly explain the basic calculation lodior

this, we construct a simple BN using the algebrieT.

Consider we have the following model, P(A,B,C) €RA,B) P(A) P(B) with the following NPT.

a; ar

by b by b,
C1 02 07 01 04
[ O O O 06

Figure 11 Bayesian Networks calculation logic

Now assume we have new information about B and wisfalculate P(C | B =;p To do so, we must

solve the posterior probability.

P(clB=b)= ZP(A,B = b,C) = ZP(C |A,B = b)P(B = b;)P(A)
AB AB

(4.5)
The first step is set up the NPT and split theudatons.
by b
PB=h)= 10 o
Now we are able to calculate P(C | A,B7P(B = h).
a, a, az az
by b, X bl b b b — by b by b
10 0 o 02 07 01 04 c1 02 0.0 0.1 0.0
c2 GE 08 08 06 2 UL

-54 -



In the next step we must multiply the result by P(A

a; a, a; a,

ai az by b, by b, _ by b, by b,
02 08 X ¢ 02 00 01 0.0 - ¢y 02002 00  01(0.8) 00
c 08 00 09 00 Co 0.8(0.2) 0.0 0.9(0.8) 0.0

Now we are able to marginalize out A and B leavihtp calculate the final result for P(C | B 3.b

C1 C2 C1 C2
0.04+0.08 0.16 +0.72 - 0.12 0.88

As this example shows when it comes to the redaatibcomplex NPT it is essential to keep both the
amount of nodes and the amount of states as smpbssible. However, in some cases it is moreieffic

to transform states into individual nodes everné humber of nodes increases. For software progegsi
can be assumed, that the more states and nodesdl@fithe BN, the longer the processing takest{iren
and Neil 2012). For that, it is very important whassigning probability values to the BN to be
continuously aware of the objective to create tustquo situation that is as closest as possibleegeal

world representation.

4.3 Information Propagation

The Information flow is essential for Bayesian Netkbuilding. On the one hand for the nodes anthen
other hand for the inference process. By the im@zgorocess, one or more nodes might be instathtipte
new knowledge (Evidence). Therefore dependencesssrgial when it comes to the application of the
Bayes’ theorem for conditional calculation of nodesdirected graphs there are two types of depacele
direct dependence and indirect dependence. Intdleggendence there are only two nodes involvedy The
can be neighbors, completely independent or canditly dependent. For conditional dependence the
parent node has a direct effect on the child nad¢he case of indirect dependence there are tihwdes
involved. They can have one of the three possiélations; serial connection, diverging connectiang

converging connection (Kjeerulff and Madsen 2005).
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4.3.1 Serial Connection

For serial connection (Figure 12), node C is inttlseinfluenced by node A through node B. Any evide
(b) entered in A gets propagated through to B &ed to C, if B is not known.

Figure 12 Serial Connection (Fenton and Neil 2012)
For example, if nothing is known about the wateelgB), rainfall (A) increases the likelihood thidie

water level is high and which in turn increases ltkelihood of flooding (C). But if the water levés$

known, the fact that it rained, changes nothinghenlikelihood of flooding (Fenton and Neil 2012).

4.3.2  Diverging Connection

In the diverging connection (Figure 13) there ekislirect dependencies between all nodes if (A)ds
given. But if we know the state of (A) then theldhiodes (B) and (C) are independent and the eg@&en

(a) entered in (A) is transmitted to node B and C.

Figure 13 Diverging Connection (Fenton and Neil 201
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For example, if a person's gender (A) is not knawa,hair length affects our belief about the gerde
well as our belief in a certain stature. Now weéheaceived hard evidence (a) about the gender, ewe
the hair length does not change the beliefs alh@ubddy type and vice versa. The evidence of (8gked
the information process between (B) and (C) (FeatmhNeil 2012).

4.3.3 Converging Connection

In converging connections the parent nodes (B)(&)das a common child node (A). If nothing is kmow
about node (A) expect what can be derived frompiuent node, then the parent nodes (B) and (C) are
independent. If we enter evidence (b) in the panedtie (B) the information is transmitted to (A)vesll as

we enter evidence (c) in (C).

Figure 14 Converging Connection (Fenton and Nell20

For example, if we do not know whether the grask i6Awet, our observation that it is raining (B)
influences our assumption of whether the sprink®rwas turned up, or not. But, if we know the gras
wet and the sprinkler is turned on, this will irdfhce our assumption about rainfall. Because wensssu

that the grass was wet from the sprinkler and mohfrain (Fenton and Neil 2012).

It can therefore be concluded that only if nodes dconnected then they are indirectly dependent or
conditionally dependent. Serial connections andemjing connections are d-connected only if the
probability of the middle node is unknown. Conveggiconnections are d-connected if the probability o
node (A) or of one of its parent nodes, (B) or (i3)known. If there is information about node (A),
reasoning about node (B) and node (C) can be adeifhe converging connection is characterizechby t

so called “explaining way” (Pearl 2001, Kjeerulffdtaladsen 2005).
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If nodes are not d-connected they are d-separatedining conditionally independent. Conditional
independence is essential for efficient algorithmsBayesian calculations (Pearl 2001). Nodes are d-
separated every time the information flow betwédemt is blocked. Serial and diverging connectiolesdar
separated as soon as information about the notteeimiddle is available. Converging connectionsdare
separated if no knowledge about node (A) is avkilaBs shown, d-connectedness and d-separation are
required for reasoning with the Bayes’ theorem {Eerand Neil 2012). For detailed information read
Greenland and Pearl (2011) or Pearl (2009).

43.4 Inference in BN

The most important operation in Bayesian netwosk®asoning under uncertainty (Inference) andritese

to predict the effects under consideration of gimstances or the conclusion of an observation efjal
influence factors. Suppose a set of variables risadly known, it is also interesting to know how the
distribution of one (or several) of the unknownightes looks. We can use the inference therefarbdth
diagnosis and prognosis, which mean for exampleorgag regarding an obvious effect of possible eaus
or predicting the expected effect on the basisn&f or more causes. The underlying process is alteys
same and is based on the theorem of Bayes. Bayasiaorks use the fact that in an initial estaldishet
new knowledge in the form of evidence can be inioedl. The complexity reduction is achieved by the s
called marginalization or variable elimination (Rel288). The basic principle of variable elimiratiis to
factor out the probabilities that are accessed atiple. A rather long and almost unsolvable practs
calculate probability distributions of a particukubset of variables, in Bayesian networks is taldish a
common table of probabilities of all variables bé&tBayesian network, and then to add togetherfdahe
variables. This approach is very inefficient, sitice joint probability distribution of all variatdds created
with significant effort and it is accessed by thaltiple of some probabilities. For this reason, adays
there are various algorithms to exchange messages BN. Pearl described the "message passing
algorithms" for Bayesian networks in 1986 in hisciieReport. The algorithm is also known under the
name Junction Tree algorithm and describes theaggshof messages between the associated parent node
and child nodes. Any change in a state leads @lalation of the individual conditions, and if thes a
change, the new message will be passed to thenoebe. This type of information transfer ensureg tha
only local information-/-states transmitted, siggahtly reduces the complexity. The operation of th
Junction Tree algorithm is presented in Appendiar@ can be read in detail in Pearl Tech Report from
1986.
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5 AFTER SALES RISK MODEL

The After Sales Risk Model, short ASRIM, followpeactical case study and aims to develop a framewor
that operates the SCRM process in the After Sallesund SC risk environment of the research partner.
Modeling risks will be the particular focus in tbase study. As shown in Figure 15 the practicad casdy
contains four essential modules. The first modirgts the field of action based on an extensiveadat
analysis of supplier's delivery data. The resuttsing out of the data analysis are essential ABRIM
approach. The second module identifies the mosvaekt after sales risk per supplier questioningdiMe
three links the cause and effects of the afterssa{@ risks to a causal model and module four catesiithe

operational risk in a Bayesian Network.

Module 1 — Data Analysis Module 2 — Risk identification Module 3 — Causal Modeling Module 4 — Bayesian Net

Figure 15 The four modules Approach

But first of all, some background information onstltase study must be described briefly. For aebett
understanding it is necessary to explain the sjgeftdmework of the company involved in this resar

To be more precise, the essential elements of fher Sales inventory management, the role of safety
stock in the company as well as the relevant olvesdd for the warehouse and central variable thead

Time Difference” will be explained.

5.1 Framework

5.1.1 Central Inventory Management

Warehouse management processes contribute diffdigpsitions that the correct materials are aihdla
in the right quantity in stock. As discussed in gtiea two under the stochastic conditions, the uaggies

along the supply chain must be understood.
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This may be the delivery date, delivery quantitaiesnand variances (Hoppe 2012). As the main obgsti

of inventory management can therefore be calleapalresponse to the market changes and deteroninati
of the amount and placement of safety stocks. ireedtep for professional inventory managemerthn
supply chain is already done by the company inuwbivethis research. Under the name "Global Inventor
Management" all worldwide stocks are centrally pkoh and dispatched. The spare part SC spans over
three steps from suppliers to the customer. Arobd®0 suppliers shipped all their spare parts theo
central warehouse of the focal firm. From the cdntrarehouse the spare parts are sent to the atienal
subsidiaries and the subsidiaries deliver the wavlde with the spare parts. The global inventory
management controls therefore the stocks of th&aewarehouse and schedules a fixed range of spare
parts for the subsidiaries, which leads to a lgaje in information for the inventory planning imetcentral
warehouse. In particular the shorter reaction timedemand fluctuations provide stock savings. Bese
stock savings in the form of minimization of invent in the central warehouse have economic limits d

to small stocks potentially causing shortage costs.

To avoid cost shortages the basis for global immgnmanagement builds on the stock curves and the
logistical warehouse analysis. For the logisticalgsis, the storage and retrieval behavior is éxadto
judge the necessary safety stocks and feasiblaupr@yailability. Thus, a logistically sensible msing
between a high level of deliverability for the aahtwarehouse due to high safety stocks and lovag®

costs achieved by low inventory is possible byrtred inventory management (Lutz 2002).

5.1.2 Safety Stock

The safety stock is an essential component inrthenitory management and serves to bridge supgiy,ris
see Figure 16. In many places within a supply chtiie safety stock is used to meet the delivery to
maintain and to avoid delays in delivery. In partée the after sales business does not run witbafgty
stock, the only question is at which level thisd$e determined. According to Lutz, the followifagtors

are taken into account when determining the safietyk (Lutz 2002):

= Desired service level
= Lead time (supply risk)
= Quality of demand forecast (operational risks)

=  Fluctuations in demand (demand risks)
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The higher the service level is, the more safetyclstis required. The security costs increase
disproportionately with the increasing level of\dee (Hoppe 2012). Theoretically, achieving a sevi
level of 100% is possible, but this would not jfstihe costs. However, the profitability of a compa
should always be the priority typically a cost apiied service level must be the aim. But especialthe
After Sales this is not so easy, because the \aiam the delivery time (supply risk) has a sigrafit
impact on the safety stock and in most cases caushsproportionate increase. If the delivery tirme
linked to the complexity of the product it is pdssito say that for spare parts with low complexityow
safety stock can be implemented, while for materiaith a complex depth of production and high

technological levels more safety stocks shouldrogiged.

External risk
3
E E «— «—> «— «—>
8
2 é Supply risk > Operational risk Demand risk
1 f--t t
Y Y
Safety stock to absorb supply risk Safety stock to absorb demand risk
=}
< out
£ utgoing
E_ / demand quantities
g Cycle stock
s
s L
8z
28
o
5 — L } Safety stock
= N» Stock-out
|
§ Service level loss I
Figure 16 Safety stock

Analysis of the company involved in this researbbvged that overall the relative safety stocks aey/ v
high. For some of the spare parts the target safetk is up to 200 times that of the cycle stockgcle
stocks, which make up only one-twentieth of thesastock, are regarded as a rule. It is probadtdethe
safety stock is so high because of various uncegigaiin the supply chain. But is it necessaryZtelation

in demand is a special characteristic of After Saled one risk component of the safety stock wbaéinot

be completely avoided for spare parts. But bothogperational risks and the demand risks are coreside
low due to the systems (SAP APO) and methods (GitiM)se and will not be considered. Therefore it is
suspected that the reason for high safety stodkués to the difficulty of estimating After Sales SCs
However, the company involved has a supplier ev@mnan use and by assessing the dimensions of
quantities and delivery times it is possible tolgra the deviations in the delivery performancecdh be
seen that at 90% of the spare parts, the deliveantity deviations are less than 10% of the tasgéety
stock. The larger shares are the delivery variadiot lead time differences. At 20% of the spardsptis

is more than one-third of the target safety stack] is due to deviations of delivery. That is tbason why

the lead time differences were defined as a censtabf the inbound SC in this work.
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5.1.3 Lead Time Difference

As the last chapter considerations have shown taeralifferent risks in the SC which prevent itrigei
robust. The goal in a practical application carrd¢fere be to achieve an agile SC. Generally, nuosero
risks lead to late deliveries or, at worst, a tdéak of stock or just high safety stocks in thenfoof

warehouse buffers, see Figure 17.

PA B T D XS

RUSISC e
(on time delivery)

Raw material Procurement of semi-
finished products

scarcity __Aglesc ___ o
N~ (on time delivery)
7///‘1
r/ LTD AL RilpiedSC
N~ / Buffer (delivery delay)
\/ \V ez
' Disrupted SC
i causes Lead
| time
| I differences
(LTD) and LTD
ﬁ leads to
Arisk in any part of the supply chain causes risks in other parts of the supply chain Warehouse
buffers

Figure 17 After Sales supply chain electrocardipgra

Since a risk caused at any point in the SC canym®durther risks in the following SC, it is impant to
include the individual risks in a causal relatiopshWith the LTD, as the overall risk, it is podsilto
accomplish a causal view of the SC risk (Wels 2008 greater the lead time differences are, thhehri

the safety stock amount must be to cover the usicdigs. In the company involved in this researtth a
spare parts delivered to a ‘Central Warehouse’ wieeasured by the on time delivery. The measurement
made by an MRP-System. It counts the day of delifer each shipment. The lead time difference
describes the difference between the schedulededgliime (SDT) and the date of stock receipt (DSR)

LTD = |SDT — DSR| (2.4)
If there are any deviations in the chain regardiregdelivery time we guess, in the context of symblain
risk management, that the supply chain is disruptedne or more nodes and that a risk or problesn ha

occurred. To manage these risks and to ensureilensagply chain the following approach was develbp

to be put into operation for the company involvedtiis research.
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5.2 Approach

5.2.1 Module 1: Data Analysis

In the first module of the ASRIM approach it is estsal to define the supply chain structure andolaps.
An important requirement is that all delivery dases known. A criteria for the definition in thiage study

is that we have to select the main material grduga which the spare parts can be classified:

No. Product group

paint & care products

engine, clutch

fuel tank, engine block heather
gearbox, brakes, axes

central pipe, lever systems

car body

electronics

utensils, traffic components

accessories, custom tailored

© 00 N o o0k~ W N P O

miscellaneous

The reason for this is that the components are foaih a group of materials with similar materiatsparts
and therefore have similar supply chains and sin8la risks. Using an SAP supplier evaluation atraf
sales shipments were evaluated by an identicaladethmeasurement concerning date and quantity aver

period of one year.

System settings: Evaluation period: 01/01/2012/31/2011
Products: Automotive Spare Parts
All Product groups
All shipments

Figures: @ Value each of shipped position: 0,82 monetary units
@ Distance to first Tier 252.7 km
@ Parts weight: 2.5kg
Ordered quantity: 3.4 Million Parts
Delivery quantity: 12.7 Million Parts
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Data: 62,102 Data sets
622 Suppliers
16,359 Part numbers

Result: Almost 70% of all deliveries over all product grougs in the evaluation

period are not in time.

This shows the first moment where it seems extremiélicult to deliver the ordered products in thight
time and quantity to the central warehouse. It nilustefore be risks, or other circumstances inAfier
Sales, which do not exist in the series delivergd arevent the on time delivery. To find out what is
happening we used a four step filter techniquestiuce the huge data according to the defined dvésial
parameter, the Lead time differences (LTD). Thstfitata filter is utilized to exclude all early gimients
and only evaluate the in time and the delayed deég. The data sets were reduced from 62,102,8Y84

and the relevant suppliers from 622 to 589.

No. Product group N Mean SE Mean StDev Minimum  Maximum
0 paint & care products 720 5,947 0,828 22,227 0 305
1 engine, clutch 7.809 7,859 0,284 25,054 0 365
2 fuel tank, engine block heather 314 8,22 1,44 25,53 0 266
3 gearbox, brakes, axes 7.812 8,056 0,249 21,996 0 365
4 central pipe, lever systems 937 7,998 0,731 22,39 0 249
5 car body 16.179 12,452 0,251 31,915 0 364
6 electronics 7.428 8,153 0,235 20,293 0 365
7 utensils, traffic components 1.718 6,952 0,29 12,032 0 155
8 accessories, custom tailored 917 5,736 0,428 12,971 0 153
9 miscellaneous 542 6,5 1,07 25,02 0 322
Sum of deliveries 44.376 8 1 22
Table 5 Statistical analysis of the delivery data

In table 5, shown as a first result of the datdyesi® we find the average value (mean) for thel ltae
difference (LTD) and standard deviation for eacbdpict group. After eliminating all early shipmenttse
second data filter eliminates specific product ggulike paint and care products (PG 0), utensild a
traffic components (PG7) as well as accessoriescantbm tailored parts (PG 8) or miscellaneous (PG9
The next step for identifying the most relevantdarct group is to eliminate the product groups Vétss
than 100 suppliers, because for a supplier sureggrding the specified after sales risks it is seggy to

have a minimum of 100 suppliers to make an assegsme
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Therefore we eliminate the car body (PG5) as welhe engine and clutch (PG 1) because these geoduc
would be delivered by internal plants. In the Ist&p the remaining four product groups were exathine
with respect to their delivery performance. In ademce to the defined cause of risk, the uncestaartd,

the lead time differences this means the averagedatd deviation of the LTD of the individual pratiu
groups were analyzed. To avoid any correlationerdi® regression analysis (linear, quadratics, yutith

the following obvious quantitative variables waslertaken.

Variables for Regression analysis:

P

« weight[kg]

e volume [m3]

i

« distance [km]

* month

7 |

e parts prize (spare part) [€]

¢ material value (shipment) [€]

Result:

No correlation between LTD and the selected quantitive values (R2< 0.2)!

The four remaining product groups 2, 3, 4 and 6ewarther analyzed and discussed with the afterssal
experts. It was found that the product group eteitis has the greatest potential for lead timenaipttion.
With 7,428 deliveries over 149 different' fier suppliers, all based in Germany, the statistanalysis
showed, that the parts of this product group withegerage lead time difference of 8 days and alatan
deviation of 20 days, sometimes had the largesplgupncertainty among the remaining four product

groups.

Summary for LTD
PG=6

Anderson-Darling Normality Test
ASquared  1295,96
P-Value < 0,005

Mean 8,153
StDev 20,293
Variance 411,812
Skewness  6,9723
Kurtosis 78,0302
N 7428

Minimum 0,000
istQuartie 0,000
Median 1,000
0 50 100 150 20 20 30 350 3rd Quartie 7,000
Maximum___ 365,000
ORI, "o in £ 1 5% x % PO 95% Confidence Interval for Mean
7,691 8,614
95% Confidence Interval for Median
1,000 1,000
95% Confi Intervals 95% Confidence Interval for StDev

Mean —e—i 19,972 20,625

Megian: .

Figure 18 Overall statistics for electronic spaaetp
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On the other hand, it has been established thafgtioiup of materials includes a wide variety ofatiént
spare parts. Besides plugs, cable strings, lighdsralays this group of materials includes alsoamand
plastic standard parts, such as metal bracket®tmed fasteners for electronic parts. This resuolts wide
range of parts within this group of material, sattit first appeared difficult to derive a represeive
supply chain. Expert discussions, however, confirnlee assumption that most parts of the selected
material group are produced using the same basipeoents. It could be concluded in consultatiorhwit
experts that the supply chain of the spare padstan different suppliers within this SC are siméad the
modeled supply chain shows that almost all comptsnand raw material suppliers'{& 3" tiers) in this

product group shipped the products from Asia aratagically from the USA to the’'tiers in Germany.

Based on this delivery network it is possible ttablsh the critical paths and the potential sosirakrisk

can be identified. They are:

*  Supply of raw materials:
Worldwide, there are only a few major plastics prwats for special types of plastics for the
automotive industry that are difficult to compemsdtiring a loss of production (Evonik 2012). In
addition, the supplies of rare minerals is congdetritical because China as a monopolist, has

reduced their exports increasingly (Bencek, Klddile2011).

» Technological change:
Rapid technological development of electronic conguds in conjunction with limited market
power in the automotive industry often leads toyedrscontinuations of required components
(Schroter 2006). In particular, in the automotiierasales where the supply of special qualified

components is very difficult (Council 2012).

» Concentration of electronics suppliers in the Asiamegion:
A variety of electronics suppliers in th&*2ier level was located in Asia. Risk sources sash
long transport routes, different cultures and thyh isk of natural disasters in this region can be
identified.
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< High quality requirements:
Many electronic spare parts, especially in the petion of rear lights are made by car
manufacturer's very high quality requirements sat tthese parts have a high vulnerability to

quality problems.

The knowledge gained through the modeling of the s an important role for the next step. This
representative information on relevant risk soungéthin the SC of electronic spare parts is theishfor

the identification of the SC risks for the suppkervey.

5.2.2 Module 2: Empirical Risk Identification

The second module examined according to the fitsRI8 Process step, is a complete picture of therAfte
Sales inbound SC in particular used to establighebsential risks. Accurate risk assessment rexjuire
precise risk identification in order to derive rgétion strategies which are tailored to the SC.dtlogless,
risk identification remains the most complex ansslstandardized part of the SCRM framework (Kern,
Moser et al. 2012). There are two approaches of ooidentify risks. The atomistic approach analyaes
selected fraction of the SC and the holistic apgmoaxamines the SC as a whole (Manuj and Mentzer
2008). In this work both approaches are imbedddgk atomistic view allows a detailed focus on the
inbound section of the SC. The holistic perspedswien integrated into the SC inbound and mutif@rs

of the AS SC. This way of risk categorization maditle SC in a detailed and all embracing mannest, Fi

it is important to understand key areas and theaigin of the SC. To do so, it is required touafize the

SC structure. Figure 19 presents the inbound S@sexpto internal and external risks in the inbound

supply.

Natural catastrophes Economic factors Strikes Import and export

External

environment

D i Sl Sl Bl

ok ok ke e e e 8 R o e e e R e A 4 o0

3
=

Supply chain internal environment
Quality

Packaging
Series priority
Delivery errors
Stock availability
Delivery delay

Technological changes
Delivery errors
Means of transport

Resource capacity

Figure 19 After Sales inbound supply chain risks
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To gain an idea of the risks which generally oogithin a SC the greatest possible numbers of piatent
SC risks must be collected. A risk catalogue wasbéished by analyzing well known international
journals and books on completed risk assessmeeter& studies analyzed risks that arise interreaig

externally (Appendix A). In total 248 risks could entified and listed.

Literature source Number of
identified risks
Thun & Hoenig 16
(2011)
Lockamy
(20112) 47
Vilko & Hallikas 36
(2011)
Blos et al.
(2009) 41
Rao & Goldsby 15
(2009)
Schréter o
(2006)
Ziegenbein
(2006) 84
Sum 248
Table 6 Identified supply chain risks in literature

Based on the literature risks it was clear thattrobthem are of a general nature and have therefoly a
minimal impact on the supply of spare parts formanufacturers. Other methods must be used toifigent
special after sales risks. Utilizing brainstormanrgd expert discussions other relevant risks fosthpply of

spare parts, in series or parallel to series dslj\auld be found.

Through discussions with experts on the suppliermanufacture sides it was possible to identifyfihe

most significant risks in the after sales supplgich

1. Inadequate spare parts supply strategies (AS gteade
Low priority in spare parts production and capapignning (Capacity)

3. Long supply cycles (up to 15 years) and the assatiask of discontinued components and
forecast uncertainty (Technological changes)

4. Interlinked manufacturing systems and thereforeh legt-up times for spare parts based on the
small sample size after end of serial productiaw@Bction problems)

5. Different packaging of series versus spare padskK&ging)
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Many other potential SC risks or AS SC problem elrsvcould be identified through discussions with th
experts. To get a better overview of the large nemmiif nearly 280 risks, the SC risks must be first
classified. For this risk categories are set totntlee requirements of the considered AS inboundt&C
derive a specific questionnaire. Accordingly, theestionnaire must be comprehensive regarding the SC
risks for the suppliers that we must consider fer planning and production risks (business-relatind)
procurement and transport risks (network-based)thacenvironmental risks. Another important post i
that in addition to the SC risks of th&" 2ier and T tier suppliers must be assessed separately fr@m on
another in the questionnaire in such a way thatseaeerity of risk can be assessed at differentestag
Further the questionnaire must contain the riskb@fsupply chain strategies after EOP as theseearteal
aspects of the after sales supply chain. Last butleast, as well as the after sales risks thetifikh
sources of risk for electronic components shousd &e considered. For this reason, the breakdowtheby

SCOR model is utilized to extend the view of the Afpliers and their main processes. These are:

= Planning risks (Inhouse)

=  Production risks (Inhouse)

=  Procurement risks (Network)

= Transportation risks (Network)

= Environment risks (Environment)
These could be extended by the following categdaddsilfill the AS requirements after EOP.
= Risks of long term storage

= Risks of integrated production

= Risks of spare parts workshop

The Questionnaire:

Now we are able to structure the questionnaireuchsa way that it could be applied to a practicaec

study. For this purpose, different criteria werasetved. The three most important are listed below:
= The survey must take place anonymously in ordewtid investigation or interviewer bias

= The questioning should be feasible with reasonefitet for all identified suppliers

= The transmission of the questions and returninfefinswers should also be simple
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Based on this preliminary work it is possible tdilde the major parts of the questionnaire.

General Information (Section 1)

The first part is used to receive a statisticalreisv of the companies surveyed, the SC structmek a

deliveries of spare part types or components.

Drivers of vulnerability (Section 2)

From the perspective of the suppliers we will elisabwith one question how the suppliers assess the
vulnerability of their own supply chain. And howetlsupplier also evaluate economic trends as direct

drivers of SC risks in context of the after saleggmy chain.

Specific after sales supply chain risks (Section 3)

The third part identifies the special after salsks in six different blocks regarding their expetivalues
and their extent of damage in terms of the ceelexhent the expected lead time differences. Thisees#
possible to measure the risks or categories of righkantitatively and to compare the risks latemin
portfolio. According to the requirements we rate tisks according to a five point Likert scale lthea
input from suppliers of the focal firm which is the® tier" and also their sub-suppliers thé*ger". That
means, the supplier must be able to estimate sughalin risks on the basis of two dimensions, from t

perspective of the own company as well as in texfitbeir key suppliers for each question.
Spare parts supply strategies (Section 4)
The fourth part is designed to ascertain the rigkihie after sales supply strategies. Corresponttirthe

identified spare parts supply strategies, therdghaee sets of questions. Only the risks of thatetjies used

depending on the particular spare part strate@fydrsurveyed companies are valued.
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The following Figure shows the structure of thegjignaire graphically.

Questionnaire Section 1:
Questions about the company, structure of the $upphin, respondents and supplied spare parts
Questionnaire Section 2: Questionnaire Section 3: Questionnaire Section 4:
Drivers of vulnerability and risks SC Risk within a after sales supply chain Supply risks associated with the spare

parts strategies

= 1 Question regarding the wulnerability of] 6 blocks of questions (multi-tem scales), 1fiter question about the used spare payts
the Supply Chain each with 4 questions about identified supply strategies

risks SC 3 blocks of questions (multi-item scales),

The question blocks correspond to the each with 4 questions about identified
modified subdivision of SC risks risks SC

= 7 Questions to identified drivers of suppl
chain risks

= Scale:
Assessment on a 5 - point Likert scale = Scale:

= Scale:
Assessment of the expected values and|{ ASSessment of the expected values and|the
lead time difierence of the SC risks over lead time difference of the SC risks over|a
5 - point Likert scale 5 - point Likert scale

Answering the questions of the own
company (¥ tier) and the suppliers @
tier) view

Answering the questions of the own
company (¥ tier) and the suppliers 12
tier) view

Figure 20 Questionnaire structure

The Pretest:

Before the survey can be undertaken, it is esdentigest the questionnaire on its understandgbitlie
technical functionality, the scope and the sta#dtivalidity and reliability (M6hring and Schlit20).
Therefore, first an internal test of the questioreavas executed. Based on the gained results, the
consistency of the individual questions on the ®emh's alpha using the statistical program "Miritab
could be calculated (Méhring and Schliitz 2010). ¥élege moved in the individual scales between @@ a
0.9, which is a very good result (Rammstedt 2004e validity of the content was found through the

literature search and the numerous discussionsexjtlerts.

The Results:

Section 1: General Information

In this empirical analysis a total of 149 suppliefselectronic components were selected, 138 fiest
suppliers located in Germany received the AS spaeqifiestionnaire and 75 usable questionnaires were
returned. Suppliers from different revenue categomparticipated in the survey. For example in the

turnover category from 10 million monetary units 300 million monetary units, with nearly equal

proportions between 16.7% and 26.4%.
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Not new, but very interesting to establish was thatmajority of the supplier’'s turnover was nohiaewged
with spare parts or after sales business. ThetrsBalvs that in all revenue categories more th&n 50
the suppliers achieved less than 5% of their tuenavith the spare part components. This illustraies
low relevance of after sales business compareceiti@ss production. Among the companies surveyed,
19.2% were small companies with less than 100 eyepls, 34.2% medium-sized companies with between
100 to 500 employees, 12.3% larger companies vith-51000, 9.6% with 1001 to 5000 employees and
24.7% of large companies with more than 5000 eng#ey Therefore evidence from the two statistics
shows that the whole range, from small to large mamies participated in the survey. The evaluatiothe®
delivery range showed more than half (53.3%) of seveyed suppliers deliver peripheral parts of
electronic components such as metal or plasticketacThe direct supplier of electronic componesotsh
as relays or semiconductors, with 26.7%, had thgetd share. It was also found that the majority of

suppliers focused on one type of component, ase&iglyt multiple answers were given.

Section 2: Drivers of vulnerability

To gain a general overview of the vulnerabilitytleé AS SC the suppliers were asked how they afiseiss
SC vulnerability to unexpected supply disruptiofise result is an unexpectedly low average of 1940
five-point Likert scale. That means in contrasg thajority of respondents (75%) assessed the \ability

of their supply chain to be very low (27.9%) or |1¢47.1%). Based on this survey result we must assum
that the SC vulnerability of the interviewed suppdi and therefore the AS SC of the company invoired
this research is surprisingly small. We could fartbstablish that the inventory reduction due tosient
focus on efficiency the increasing globalizatiord ahe associated increase in complexity are asbesse
the largest risk drivers. These two trends accm$8.9% and 53.5% of the surveyed suppliers, diume

to very large effect on the increase of the SCsriskimilarly, about 40% of the respondents see the

increasing outsourcing, or the growing single smg@s a medium to very high-risk drivers from SC.

The specifics of after sales business, the multipléations and variety of spare parts along wlith fbng
supply obligation and long product life cycles, wased by over 50% of the supplier with a medium to
very high impact on increasing the supply risksisT$hows that the characteristics of the AS have an

almost equal risk driving effect, such as the ecaindrends.
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Section 3: Specific after sales supply chain risks

All SC risks for the T tier and 2° tier supplier are shown in Table 7. In additionis ttable contains
according to the five-point Likert scale the reatizmean values of the expected values (EV) andtieed
differences (LTD) of all AS SC risks and in additithe overall mean of all the EV and LTD for ea¢h o
the two stages of the SC. The table shows tha@EYhand the LTD were rated consistently low for tisks
surveyed. The average EV of all risks is rated.a56 and 1.92 for theStier and 2 tier. The LTD was
rated on average slightly higher. Here, the avemsae 1.98 and 2.12 for thé' tier and the % tier. The
risks associated with thé%ier suppliers, however, tended to be valued higihen the risks for the™tier
suppliers. The range of realized values for bothedisions extends from 1.43 to 2.67, so that thiithahl
risks can be distinguished at first minimally.
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Mean value of After Sales Supply Chain risks accord  ing to the Likert scale of 5 levels
1st Tier 2nd Tier
Category Risk Index
EV LTD EV LTD
Delayed demand P1 2,12 2,24 2,26 2,39
[ planning )
2 |Demand planning P2 1,76 1,99 2,04 2,22
o errors
% Language barriers P3 1,47 1,63 1,64 1,73
o
System breakdown P4 1,64 1,9 1,79 1,98
9 Material scarcity B1 2,35 2,38 2,59 2,52
o
g [Quality problems at B2 185 2,27 1,94 2,27
g supplier
% Technological changes B3 1,96 2,13 1,99 2,19
o
S .
& Prodqctlon problems at B4 211 235 221 234
supplier
P Quality problems F1 1,68 1,92 1,9 2,15
o
c Machinery breakdown F2 1,64 1,87 1,89 2,19
K=l
é Capacity bottleneck for F3 164 183 184 203
3 spare parts
o Series priortiy F4 1,99 2,03 2,11 2,16
Lacking packaging T1 1,65 176 1,54 1,68
o material
o i
= Lacking means of T2 1,46 1,59 1,43 1,54
5 transport
o
% Transportation errors T3 1,57 1,82 1,61 1,85
=
Delivery errors T4 1,59 1,94 1,76 1,98
Natural catastrophe El 1,57 2,39 1,91 2,67
% Strikes E2 1,59 1,94 1,93 2,24
g Economic factors E3 1,68 2,15 2,29 2,57
9]
| Import and export E4 1,6 1,73 1.8 1,9
Trade restraints E5 1,64 1,79 1,8 1,9
@ EV/LTD all risks MV 1,75 1,98 1,92 2,12
max. EV / LTD all risks MAX 2,35 2,39 2,59 2,67
min. EV / LTD all risks MIN 1,46 1,59 1,43 1,54
Table 7 Empirical results of the AS inbound SC Risk

To be able to make meaningful comparisons the meftine risks are considered relative to each dthar
risk portfolio. For this, the risk portfolio needs be adapted. The range limits for all the risks a
determined by the mean values of EV and LTD andstiage runs from the realized minimum value to the
maximum value of the EV and LTD. Below, the modifigsk portfolio with all 21 risks of the®tier, and

the 2% tier supplier is shown. The naming of the SC riskmlves the Index contained in Table 7.
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Riskportfolio (1st Tier) Riskportfolio (2nd Tier)
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Figure 21 Inbound After Sales SC risks

The risk portfolio shows that among the 21 ratatividual risks, the % tier suppliers had a total of seven
individual risks of particular interest. These siled top AS-risks are illustrated in the box i thpper

right field they were rated as above average ih bt EV and the LTD compared to the total sample.

Specifically, the top AS-risks are:

Scarcity of raw materials (B1)

Manufacturing problems (B4)

Delayed planning of the supply of spare parts &@P (P1)
Different technological changes in the spare p&8
Quality problems (B2)

Internal planning errors (P2)

N o g ke DR

Prioritization of series production (F4)

It can be assumed that the 7 top AS first tiersrislke place as a large part of the overall risk®fSC for

the focal firm, so that their reduction or contoblthe overall risk of AS SC is significantly redat:

The risk portfolio of the ' tier shows a similar picture as the risk portfotibthe £' tier suppliers. In
particular, the transportation, planning, and paidun risks have nearly identical positions. Howewsly
the production risks with an LTD of 2.13 have glstly higher LTD as the planning risks with 2.08,tkat
the production risks are now visible in the uppghtrfield in the portfolio. Furthermore, the proement
risks in both the EV with 2.18 as well as the LTXhw2.33, on average, were rated highest. Thahés,
first tier supplier estimated this risk categorytlair sub-suppliers as also the highest. The EVhef
environmental risks was rated significantly higlethe 2¢ delivery stage in relation to the other four types

of risk than in the % tier delivery stage.
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While the environmental risks in the first levekaated with 1.62 and have, therefore, the secowedt
value seems that this risk category in the secemdl lhas the second highest value with 1.95. Is thu
appears that, in contrast to the assumptions ntaadethe environmental risks have both in the farsd in

the second stage of delivery, a comparatively higb.

Section 4: Spare parts supply strategies

The evaluation of section four shows that the modely used spare part supply strategies are fti, id
tier and 2 tier supplier's, the storage is with 66.7% and34®.respectively as well as 66.7% integrated
production. The scarcest and most used stratedlyeolarge companies is with 17.3%, in thtier and
20% in the ¥ tier the manufacture of spare parts in a sepadee part workshop. In addition, it was

found that 1.3% of the®itier, or 9.3% of 2 tier suppliers do not have spare parts supplyesties.

Spare part delivery strategies
__ 80,0% -
2 66,7% 66,7% 66,7%
1 1stTier
£ 60,0% A ond i
5‘ 49,3% nd Tier
g
El 40,0% -
Qo
= 17,3%20,0%
L 20,0% A
g 9‘3% l
° 1,3%
[5} ¥
$ oo | EE | |
No Strategy Strategy 1: Strategy 2: Strategy 3: Spare
Storage Integrated parts workshop
manufacturing

Figure 22 Spare parts supply strategies

If we take a closer look at the 11 risks of theethstrategies, the identified risks per spare gapply
strategy on a five-point Likert scale, based onEkeand LTD can be assessed. In this way it isiptesto
calculate for any average risk value for the E\{ #re LTD. In Table 8 these are listed for all isks as

well as the T and 2 tier.
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Mean value of After Sales Supply Chain's pare part strategie risks according to the Likert s cale of 5 levels

1st Tier 2nd Tier

Category Risk Index EVAREL) BEYREED)
Sudden exhaustion of inventory L1 1,84 | 2,42 | 2,14 | 2,71
Storage Unplanned material changes L2 1,84 | 2,40 | 2,03 | 2,57
9 Exceeding the best before date L3 1,70 | 2,04 | 1,78 | 2,11
Undersizing of the warehouse L4 1,90 | 2,19 1,89 | 2,29
Prioritization of series production 11 2,52 ]220]232|235
Integrated Disproportionately high set-up times 12 2,78 | 2,271 2,50 | 2,35
manufactoring |Shortage of staff for spare parts production 13 1,88 | 1,941 1,98 | 2.06
Cooro!mauon problems in the production 14 174 | 1,88 | 2,02 | 204
planning

Initial difficulties in manufacturing w1 1,54 | 1,75 2,00 | 2,15
spare part | iocing or i lete d w2 | 162 167|227 223

Workshop issing or incomplete documents , , , ,
Low effects of experience at the staff W3 1,62 | 1,67 | 1,93 | 2,00
@ EV/LTD all risks MV 1,88 | 2,04 | 2,08 | 2,31
max. EV / LTD all risks MAX | 2,78 | 2,39 | 2,50 | 2,69
min. EV / LTD all risks MIN | 1,54 | 1,67 | 1,78 | 2,00

Table 8 Empirical results of the AS supply chaiargppart strategies

The table above shows that the mean differencesnamanal. Thus, it is also difficult to compare the
various risks associated with the supply of spamtspstrategies in the table. Therefore, the Ksrié 1st

tier suppliers are represented in a risk portfolio.

Spare partdelivery strategies (1st Tier) Spare partdelivery strategies (2nd Tier)
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Figure 23 Spare parts supply strategy risks
The risk portfolio shows that among the 11 ratedividual risks, the ¥ tier suppliers had a total of three

individual risks of particular interest. These sdled top AS-risks are noted in the box in the upght

field and were rated as above average in both tharil the LTD compared to the total sample.
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Specifically, the top AS strategies risks are:

1. Under-sizing of the warehouse (L4)
2. Prioritization of series production (11)

3. Disproportionately high set-up times (12)

Furthermore, two risks were identified in the E\thalugh the LTD were rated particularly high. These

risks are:

1. Sudden exhaustion of inventory (L1)

2. Unplanned material changes (L2)

The risk portfolio of risks in the" tier shows that the majority of the risks were leated, relatively,

slightly higher. For the L1 and L2 risk have beseassed significantly higher than in tiitigr SC level.

The overall risk of the three supply strategies bardetermined by multiplying the sum of EV witteth
sum of LTD. We show that in particular the two mpepular spare part supply strategies with riskiriég
of 4.6 during long-term storage and 4.1 in thedgraéed production have the highest risk potentaltfie
after sales SC. In contrast, the spare part wogkstrategy with the risk figure of 2.678 was coesadl the

most stable.

5.2.3 Module 3: Causal Modeling

After the identification of the most relevant SGks it is necessary to investigate their relatignah the
AS SC. The evaluation of risk interactions is basechuman knowledge and judgment that are subject t
human limitation of logical consistence (Warfiel®74). In this work all risks interactions have been

proven by cross functional expert judgment.

The aim of the cross impact analysis is to obtaimgerrelated graph. There are five steps to fallo

Contextu Interaction \\Reachabilit Level Interrelat
relations matrix matrix partition rlskgrap

Figure 24 Cross Impact analysis process
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Before we start the process we must clarify sonmoitant rules. There are four different ways of hmve
risk can affect another risk. Forward interactioeams that risk Raffects risk R(Interaction variable V)
and correspondingly backward interaction meansribatR affects risk R(Interaction variable A). If two
risks, risk Rand risk R affect each other simultaneously they have mutuataction (Interaction variable
X). There is no interaction if they do not affeetch other at all (Interaction variable O). One ipatar
characteristic of the complex relationship betwesements in the cross impact analysis is called
transitivity (Warfield 1974). Simply put, transiiiy can be paraphrased as indirect dependenceoofisks
(Pfohl, Gallus et al. 2011). The reasoning behmadditivity is as follows: If production problems fast
level cause a delivery delay at the focal compamg a delivery delay at the focal company leads to
negative stock availability then production probseit first tier level indirectly cause negative céto
availability. In order to highlight indirect caugtglan asterisk has been assigned to the variableA*

and X*).

eEeney Inte_ractlon Example of interaction Explanation of interaction
type variable
Forward \% . Risk Ri has influence on risk Rj.
Backward A « Risk Ri is influenced by risk R;j.
Mutual X Risk Ri and risk Rj influence each
other.
None o There is no interrelation between
risk Ri and risk Rj.
W » Vo, Risk Ri has direct influence on risk
Transitivity * . Rj and indirect influence on risk
T W YR
Table 9 Interaction typology in the cross impadalgsis

The cross impact analysis process:
1. Identify contextual risk relations:

For standardization reasons three principals mestdiermined. First, the logic for the identifioatiof
contextual relations between risks is one dimeradidror example, there is no interaction betwedively
quality at the focal company and procurement at ifdier supplier, even though when considering
multidimensional interrelation quality issues a¢ #° tier supplier might be passed to tHétier supplier
and consequently cause poor quality performanteedocal company. In this particular case, itdstaned

that quality revision takes place at tt&tier supplier to avoid any quality problems caubgdhe 2° tier.
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The second principal deals with the higher attentia after sales business in bad times. For exarple
economic recession the AS became the main pillacdmpanies. Low production at the car manufacturer
level positively affects the production capacity tee supplier. Then spare parts orders receive more
attention, this is reflected in terms of productard delivery reliability. Such positive interrétats are not
considered in the cross impact analysis becausputpmose of it is to design a graph of criticahtins

only.

And finally, if there is both direct and indirecttéraction, direct interaction has higher priorgince all
indirect interactions are logically embedded innsitivity. First tier suppliers procure semi-finesh
components from™ tier suppliers for final module assembly. Raw miatescarcity caused by natural
catastrophes directly affects the production atA¥eier supplier and indirectly the procurement ofse
finished goods at thetier supplier. Due to there being a direct rekati@tween the production at th¥ 2
tier and procurement at thé' fier, the raw material problem would also reacé i tier. Even though
those principles facilitate the judgment upon cétysaf risks, their identification is demanding iarms of

time and the number of elements.
2. Risk interaction matrix:

Since the contextual matrix is formed in rows) @hd in columns (fR The contextual risk relation matrix
is transferred to a standardized risk interactiatrix (Appendix F). Identified risk relations araceded

into causality direction variables:

= Direct (indirect) forward interaction is V*
= Direct (indirect) backward interaction is A*
= Direct (indirect) mutual interaction is X*

= No interaction is O

3. Risk reachability matrix:

The systematically structured interaction matrixeiscoded into a binary matrix where V* and X* are
represented by entries of 1 and A* and O by entoie8. After Warfield the new matrix is called the
reachability matrix where transitivity is implied.he binary reachability matrix enables quantitative
evaluation of risk causalities. There are two iathes for quantitative analysis; risk dependenoggrand

risk driving power (Faisal, Banwet et al. 2006, iRf@allus et al. 2011).
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Dependence power is the potential of a risk to dépen other risks in the risk system. Driving pouger
the potential of a risk to affect other risks ire tisk system. The entries of 1 in the reachabititgtrix
represent the number of edges for hierarchicalrorgen the final graph design (Warfield 1974). For
example the risk demand planning (1S4) in Figures@ires 21 points, which is the maximum score for
dependence power and scores five points for dripimger, whereas a maximum score is 21 (Appendix G).
For qualitative analysis it is better to transfes tesults from the reachability matrix into a faliv. To do

so, we allocate the dependence power values thdhizontal dimension and the driving power values t
the vertical dimension in the portfolio. Figure Ribistrates the completed portfolio of risk depemcie
power and risk driving power. For interpretationrpases the portfolio has been divided into four
quadrants. Weakly dependent risks with low drivooyver are situated in quadrant Ill. Weakly depehden
risks with high driving power are situated in quatrlla. Strongly dependent risks with low drivipgwer
are depicted in quadrant Ilb. And eventually, rigkth both high dependence and high driving power a
found in quadrant I. However, no risks have beemtified to fulfill the requirement of quadrant@ne
indicator for this is due to the sequential logfctlte SC. Risks ascends along the SC from onetaisk
another risk, from one SC level to another. Thism@dmenon is explained by transitivity. Consequently
transitivity reduces both the driving and depenéepower. In quadrant lla risks of external fact(Eg,
E2, and E3) are positioned. External risks haverg figh driving power since they occur outside 8@
and subsequently have an effect on each level ®fS8. Quadrant Ilb includes risks from the focal
company (C1, C2 and C3) as well as risks form théet supplier (1S2, 1S3, 1S4 and 1S5). Risksat th
level of the focal company and of th& tler supplier have the greatest dependence poegause any risk
occurring at any level of the SC is passed on ¢ottip level of the SC. These risks can be regaadetie
outcome of any other risk that emerges in the 3@, far that reason they have the greatest potefatial

mitigation actions.
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Figure 25  After Sales reachability portfolio

-81-



This work will focus on risks in the quadrants Had Ilb (cp. Figure 25) of the dependence and miivi
power portfolio. Even though nd@ier risk has been identified as significant bg frortfolio, it would be
incomplete and unrealistic to totally disregard tP¥ tier SC-level in further analysis. Since the
procurement of raw material affects the producperformance at the"2tier and any production problems

would again directly affect the*lier suppliers, it is reasonable to include therfurther research
4. Level partition and causal graph:

The reachability matrix is used for level partitiog that enables hierarchical ordering of risks thoe
construction of the graph (Pfohl, Gallus et al. PO1Partitioning of elements is compatible with the
iterative process (Warfield 1974). The iteratioguiees the establishment of the reachability set e
antecedents set of all 21 risks. The reachabiityrepresents all entries of 1 in the row and titecedent
set represents all entries of 1 in the column efribk R. It is required to establish an intersection of both
sets for all 21 risks. If elements in the reachbdet equal the elements in the intersectiorofesk R the
hierarchical levels of risk RRan be determined. To determine the next hiereattevel the first assigned
risk has to be removed, then the next equal setd ttebe identified. The hierarchically orderedsisan
now be arranged into a risk network as shown iuei6. The causality between the risks is detexchin
by the arc directions among the risks. To overcoeseindant directions, as criticized by Pfohl, Galéi

al. 2011, only forward interactions (V) and mutuaderactions (X) are considered. It is important to
disregard transitivity interactions (V* and X*) si@ they are indirectly included in direct interaot

among risks.

Hierarchical risk ordering Causalrisk network

Demand planning
154

Stock availabilty
(C1)

Quality Vv Delivery delay
(C3) (C2)
Delivery errors A Means of transport
1st-tier (1T1) 1st-tier (1T2)
Production 1 st-tier Series priofity Procurement
(1s2) (1S5 1si-tier (1S3)
Production Delivery errors Means of transport
20-tier (252) 2-tier (2T1) 2-tier (2T2)
Import and export Resource capacity
(E4) (253
Packaging 1 *-tier Technological Packaging 2 -tier
(151) changes (253) (251) "
Procurement Strikes
20-tier (254) (E3)

Economic factors.
(E2)

Natural
catastrophes (E1)

Figure 26 Hierarchical risk ordering
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Because the SC is a sequence of activities, theifidel risks are assumed to have the same strietsithe
SC. In fact, the structure of the graph is idetioahe structure of the SC as demonstrated inrei@6.
The graph is extensively interrelated and indicélbescomplexity of the SC risk environment. However
contrary to the above assumption the cross impaadysis method recognizes a hierarchical shiftesfain

risks away from the sequential logic of the SC.

This finding means that there are risks that rexairdistinctive focus. The top level of the graph i
represented by the focal company. As expectediske of stock availability (C1), delivery delay nseized

in LTD (C2) and delivery quality (C3) are locateerd. Unexpectedly, the risk of demand planning [1$4
also found here. Furthermore, it has the highestahthical position in the graph and thereforehighest
potential for risk mitigation. Consistent with tabove assumptior®tier risks are situated within the level
of the F' tier supply. Production related risks from tH¥ fer scale up in the graph encapsulating all
remaining 2° tier risks. This finding implies the high potentiar risk mitigation down the SC. Export and
import (E4) is the only external risk that entdre 8C, although it is expected to be found outideSC.
This is because™tier suppliers are mainly located in regions vgeographically long distances from the
1% tier. Procurement at thé“ier (2S4) is the only internal risk that is pasited outside of the SC. This is
because the procurement of raw material is grehendent on external conditions. Packaging riékiseo

1% tier and 2° tier have a low hierarchically position in the pineand are less disruptive to the SC.

In summary, the following risks have been identifias having high mitigation potential against SC
disruptions:
 Focal firm risks (Warehouse): stock availability 1{C delivery delay (LTD) (C2),
quality problems (C3)
« 1% tier supplier risks: production problems (1S2), oqurement bottleneck (1S3),
demand planning (1S4), priority of series produt{ipS5)
«  2"tier supplier risks: production problems (2S2pqurement bottleneck (254)
» External risks: natural catastrophes (E1), econansizbility (E2), strikes (E3)

To effectively handle the Bayesian calculation, finst adjustment will require an essential comgiex

reduction of directed interrelations.

-83-



5.2.4 Module 4: AS Supply Chain Risk Model

When building the BN, there are two challengesdddken into account. First, it appears to be irsibbs

to model the AS SC in the same details as in mothwke. For this reason simplification of the S€kri
model in comparison to the results of the crossaich@nalysis that is needed. Conrady and Jouff&1(20
confirm that simplification techniques such as galigations, approximations and implicit assumpsiar
probabilities are accepted in complex systems o$ality. These techniques can be used in the BNinha
spite of everything still ensures exact calculaif@irauritzen and Spiegelhalter 1988). Second,gsgential

to keep both the amount of nodes and the amoustiatés as small as possible. However, in some dases
is more efficient to transform states into indivadlunodes (synthetic nodes) even if the number afeso
increases. As shown in Figure 27 the AS SC Riskehed a Bayesian network, can be visually divided
into three major components according to the theeel supply chain. The transport stages are reispbc
located as an interface between the supplier leW¥éls block of after sales specific strategies waéiitle at

the stage of°ltier supplier and at each SC level there arespecific risks.
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Figure 27 The After Sales RIsk Model

-84 -



In order toget a better understand of the established model in a fistep, the individui nodes of the
network need to bexplained Following thedirection of the material flow we start bottom ujthathe ™
SC level.

SC Level: 24 tier

The 2" tier supplyproblems as the overall risk in the second SC law expressed by the nod2™ tier
external risks and"2tier internal risls. The node’s internal risks arenditional ancmultidimensional or in
a modeler’s language amtling to Fenton and Neilso calledsynthetic node which is characterized by

following Conditional NPT.

Node settings:

Name; Internal risks 2" tier

Node type: Boolean

States: Low High

Conditioned on: Produicin risk; Raw material scarcity
NPT mode: Manual

NPT: Conditional NP"

Intemal risk at 2nd-tier

Raw material scarcity High Low

Production risk High Medium Low High Medium Low
High 0.35 08 05 C8 0.5 0.1
Low 0.J5 0.4 0.5 Cz 0.5 08
Table 10 Conditional NP"— 2 tier internal risk

The internal risk at " tier SC level contains risks ithe production capaci, product related risks

respectively and risks regarding raw mater

The production capacityode is characterized by the following evertéan power capacity risks, tool -
up time risks and the use of the machine explidithy focal firm productionsThe event, "Man power"
refers to the risk that adequately trained persk, for the manufacturing of spare pe, is available. The
control of this evenis achieve via shift models. The event, “tool setup tiirie the risk that in a multi-
machine operation arid anadditionally integrated manufacturing stratetiyg time for tool chnging must
be as lowas possible. The higher the up time the higher the risk no spare partsproduced in times of
capacity scarcityFinally, the event multiple-machine operationprovides information about wheth
other customershare the wholer part of the assembly line. Thisks are characterized in a ranked \

where risk is low, medium chigh.
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The probabilities are assigned manually based peréknowledge.

Node settings:

Name: Production capacity 2" tier
Node type: Ranked
States: High - Medium - Low

Conditioned on: Man power capacity risk; Tool spttine risk; Multiple-machine operation

NPT mode: TNormal

NPT: "Mean: wmean(1.0, second_tooling, 3.0, secoada, 2.0, second_multiple_machine)
Variance: 0.01

Interval bound: 0.0 -1.0"

Name: Man power capacity Tool set-up time Multiple-machines
Node type: Ranked Ranked Ranked
States: Low (5 shifts / week) Low (0-1 hours) owL(yes)
Medium (10 shifts / week) Medium (1-2 hours) Medi (other)
High (15 shifts / week) High (>2 hours) High (ho)
Conditioned on: - - -
NPT mode: manual manual manual
NPT: 0.1 0.6 0,1
0.3 0.3 0.1
0.6 0.1 0.8

Product related risks consist of the events prodwchplexity and product variance risk. The product
complexity is described by the number of BOM iteffise greater the number of BOM items the greater
the complexity and production risk. In additioneyhdo not make variants manufacture of spare parts
easier. For example, color variants, country speéifatures or functional variants in ECUs. As ke rnwe
define the greater the number of options the greh&eproduct related risk. In the second levelelivery,

this risk is not quite as serious, since the firmlant is formed usually in the first tier SC leve
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Node settings:

Name: Product related risks 7 tier

Node type: Ranked

States: High - Medium - Low

Conditioned on: Product complexity; Product vargant

NPT mode: TNormal

NPT: "Mean: wmean(3.0,second_product_complex,€cd;sd_product_variants)
Variance: 0.01

Interval bound: 0.0-1.0"

Name: Product complexity Product variants
Node type: Ranked Ranked
States: Low (<8 steps) Low (<3 variants)

Medium (8-15 steps)
High (>15 steps)

Conditioned on: -

NPT mode: manual
NPT: 0.7

0.2

0.1

Medium (3-8 variants)
High (>8 variants)
manual

0.7

0.2

0.1

Raw material scarcity is comprised of the procuneinimttieneck of plastics, metals, minerals and-non
metals and other raw materials. Their Boolean iitias are assigned manually in accordance with

expert judgments.

Node settings:

Name: Raw material scarcity 2" tier

Node type: Boolean

States: Low - High

Conditioned on: Plastics; Metals; Minerals and mogtals; Other

NPT mode: Expression

NPT: "if(raw_mat_metals == ""Yes™ || raw_mat_glas== ""Yes™ || raw_mat_minerals ==
"Yes™ || raw_mat_minerals_other == ""Yes™, ""Hi{, ""Low™)"
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Name:

Node type:
States:
Conditioned on:
NPT mode:
NPT:

Plastics Metals Minerals Non-metalics  Other

Boolean Boolean Boolean Boolean Boolean
No - Yes No - Yes No - Yes No — Yes No - Yes
manual manual manual manual manual

0.9-0.1 0.9-0.1 0.9-0.1 0.9-0.1 0.9-0.1

The «ternal risks are characterized by naturstastrophes, strikeand suppli€'s bankruptcy. Their

probabilities are manually quantified in the Boalegay, namely the probabiliiof whether the risk occurs

or not (yes or no). Among the external risks thisrenly one interrelation. Natural catasthes have an

effect on asupplier’s bankruptcy because the outcome of gafaisés in the geographical regions wt

2"tier suppliers are locat, is assumed to be especially severe as demonsbwtiée earthquake in Jap

in 2011.

Node settings:

Name:

Node type:
States:
Conditioned on:
NPT mode:
NPT:

Name
Node type:

States:

Conditioned on:

External risks 2™ tier

Booleatr

Low - High

Natura, 2nd-tier Bankruptcy, Strikes
Expressio

noisyor(second_eco_fac, 0.4, second_nat_cat, €8nd_strike, 0.5, 0.

Natural catastrophes Bankruptcy Strikes
Boolear Boolean Boolear
No- Yes Low - High No - Yes

- Natural catastrophes -

NPT mode: manua manual manua
NPT: 0.75-0.25 Conditional NPT * 0.9-0.1
Bankruptcoy 2nd-tier

Natural catasirophes Yes No

\High 07 0.2

Low 03 0.3

Table 11

©nditional NPT — 2%tier bankruptcy
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The final 2¢ tier supply problems node is caused BY ter internal and ¥ tier

professionals reviewed the validity of the condiibNPT.

2nd-tier supply problems

external risks. SC

External risks High Low
Internal risks High Low High Low
High 0.95 0.7 0.8 0.05
Low 0.05 0.3 0.2 0.95
Table 12 Conditional NPT —"%tier supply problems
SC Level: T tier

The F'tier supply problems as the overall risk in theos®l SC level are expressed by the nodeset
internal risks, T tier external risks and the After Sales specifiks. According to the material flow the
nodes I tier internal risks are modeled as a conditiomad anultidimensional synthetic node which is
characterized by a Conditional NPT.

Node settings:

Name: Internal risks 1° tier
Node type: Boolean
States: Low - High
Conditioned on: Production risk; Procurement baottek
NPT mode: manual
NPT: Conditional NPT
Internal risk at 1st tier
Procurement bottleneck High Low
Production risk High Medium Low High Medium Low
High 0.9 0.7 0.3 0.7 0.3 0.1
Low 0.1 0.3 0.7 0.3 0.7 0.9
Table 13 Conditional NPT 'tier internal risk

The internal risk at %1 tier SC level contains production capacity risgepduct-related risks and risks
regarding procurement bottlenecks. The productapacity risks and product related risks are asdesse
a similar way as in the"2tier. The difference, however, lies in the indivéd node settings. In the majority
of cases the products are essentially only asselmble availability of sufficient production capgcis in
most cases a central after sales problem in assesi&llel production-/-assembly because the piibityatf
becoming a bottleneck in terms of staff or equiptr@milability is much higher as in the lower levelf
the SC.
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Node settings:

Name: Production capacity f'tier
Node type: Ranked
States: High - Medium - Low

Conditioned on: Man power capacity risk; Tool spttine risk; Multiple-machine operation
NPT mode: TNormal

NPT: Mean: wmean(1.0,first_tooling,3.0,first_cab@,first focal_firm_mach)
Variance: 0.01
Interval bound: 0.0-1.0
Name: Man power capacity Tool set-up time Multiple-machines
Node type: Ranked Ranked Ranked
States: Low (5 shifts / week) Low (0-1 hours) owL(yes)
Medium (10 shifts / week) Medium (1-2 hours) Medi (other)
High (15 shifts / week) High (>2 hours) High (ho)
Conditioned on: - - -
NPT mode: manual manual manual
NPT: 0.4 0.4 0,7
0.5 0.5 0.1
0.1 0.1 0.2

Product related risks are assessed in a similar atathe first SC level as in the second level. The
difference, however, lies in the individual noddtisgs. The number of variants is determined by the
logistical complexity in the assembly of all protijcbecause the variants (e.g. colors, softward, an
country specific features) are most often madéénlast stages of production lines. If an erromegdn the
last stages of the whole production line then iqusck to reach the maximum capacity. Another pdsnt

that the higher the number of varieties the lesasmsembly line can be used for spare part productio

Node settings:

Name: Product related risks T tier

Node type: Ranked

States: High - Medium - Low

Conditioned on: Product complexity; Product vargant

NPT mode: TNormal

NPT: Mean: wmean(3.0,first_product_complex,2.6tfiproduct_variants)
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Variance: 0.01
Interval bound: 0.0-1.0

Name: Product complexity
Node type: Ranked
States: Low (<8 steps)

Medium (8-15 steps)
High (>15 steps)

Conditioned on: -

NPT mode: manual
NPT: 0.2

0.6

0.2

Product variants
Ranked
Low (<3 variants)
Medium (3-8 variants)
High (>8 variants)
manual

0.2

0.5

0.3

The procurement bottleneck at thétier supplier depends on raw material scarcitg,ittterrelated ¥ tier

supply problems and transportation delays fromstfmnd level supplier to the first level supplier.

Node settings:

Name: Procurement bottleneck ' tier

Node type: Boolean

States: Low - High

Conditioned on: Raw material scarcity; Transpootatielay; 2nd-tier supply

NPT mode: manual

NPT: Conditional NPT
Procurement bottleneck at 1st-tier
Raw material scarcity High Low
Transportation delay High Medium Low High Medium Low
2nd-tier supply High | Low' High | Low High | Low High | Low High Low High [ Low
High 095 | 0.8 09 | 085 | 06 08 | 0.4 07 | o2 0.6 | o005
Low 005 | 0.2 01 | 015 | 0.4 02 | 0.6 03 | o8 0.4 | 095

Table 14 Conditional NPT ~tier procurement bottleneck

Scarcity of the raw material affects thdtler to the same magnitude as at thf&ti2r and therefore the raw

material risk is defined in the same way as atffidier.
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The transportation delay can be caused by low, unedir high risk level of the sea and of the aiigié
The transportation delay follows the Tnormal disition with a mean weighted once by the sea freaght
twice by the air freight. This weighting has beeatedmined due to the fact that in any case of dregght
bottleneck there is a possibility to compensatavegl delay of the sea freight by sending additiona

ordered parts by special delivery or via air freigh

Node settings:

Name: Transportation delay 1 tier

Node type: Ranked

States: High - Medium - Low

Conditioned on: Sea freight; Air freight

NPT mode: TNormal

NPT: Mean: wmean(1.0,transport_sea,2.0,transpiort_a
Variance: 0.01

Interval bound: 0.0-0.1

Name: Sea freight Air freight

Node type: Ranked Ranked

States: Low: 0-4 weeks Low: 0-3 days
Medium: 5-8 weeks Medium: 4-7 days
High: >9 weeks High: >8 days

Conditioned on: - -

NPT mode: manual manual

NPT: 0.1 0.2
0.6 0.5
0.3 0.3

The interrelated ™ tier supply problems directly affect the procuremnef semi finished components at the
1 tier. AS specific risks is the special risk clustieat causes in most cases the final supply pnablen
the T' tier level. The implementation of nodes in the é@hcept, series priority and change management

concepts sum up the AS risks.
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Node settings:

Name: AS specific risks ¥ tier

Node type: Boolean

States: Low - High

Conditioned on: Series priority; Change Managensentept; Implemented AS concept
NPT mode: Expression

NPT: noisyor(series_prio, 0.5, first_change_mAdip, AS_concept, 0.5, 0.05)

Compared to mass production small and sporadicatigred quantities provide for almost any massive
production planning problems as long as no aftkrsseoncept is aligned with the focal firm. If welde

one step deeper another problem on the supplieiésase the inconsistent and not always considscesp
rates out of the supplier's assembly line whicteetffthe total demand in the end. It comes dowrhéo t
quantity, or in most cases, to lead time differanicethe delivery to the customer. This is why peats in
demand planning conditionally affect the node ASh¢apt. The implementation of an AS supply strategy
is dependent on whether there is an accurate aesigg demand planning. The Boolean probabilitfes o
whether the supplier has an implemented AS suppltegy or not are assigned manually based on data

provided by Module 2 (cp. Figure 22).

AS concept
Demand planning High Low
High 0.75 0.35
Low 0.25 0.65
Table 15 Conditional NPT —'tier after sales concept

Manual probability quantification is also assigriedhe node states of technological changes ansktties

priority risk.

Node settings:

Name: Change Management % tier
Node type: Boolean

States: Low - High

Conditioned on: -

NPT mode: Manual

NPT: 0.6-0.4
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The After Sales specific risks are interrelate@ach other and the degree of the series produgtiority
depends on both the availability of an implemem&isupply strategy and also on the availabilityaof

accurate demand planning.

Node settings:

Name: Series priority 1% tier

Node type: Boolean

States: Low - High

Conditioned on: Demand planning; Implemented ASceph
NPT mode: manual

NPT: Conditional NPT

Series priority at 1st-tier

Demand planning High Low

AS concept Low High Low High

High 0.8 0.3 0.7 0.1

Low 0.2 0.7 0.3 0.9
Table 16 Conditional NPT —tier series priority

The demand planning risk includes the sub risks#otdtile orders from the focal company, possiblstesn

failures and communication problems for both betwee 2% tier as well as for the focal company.

Node settings:

Name: Demand planning £' tier
Node type: Boolean
States: Low - High
Conditioned on: Volatile order quantity; Systermdegs; Communication problems
NPT mode: Expression
NPT: noisyor(order_qty, 0.2, sys_fail, 0.4, commolp 0.4, 0.1)
Name: Volatile orders System failures Communication problems
Node type: Boolean Boolean Boolean
States: Forecast error < 0.3 EDI errors < 0.1 w Eéligh
Forecast error > 0.3 EDI errors > 0.1
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Conditioned on: - - -

NPT mode: manual manual manual
NPT: 0.3 0.9 0.7-0.3
0.7 0.1

The F'tier external risks are composed similarly to thosthe 2° tier level. The only difference is that for
the T' tier supplier that there are no interrelationsweetn the external risks because of the following
reason. The supply chain structure in the firseleof the investigated product group and the sepplof
the company involved in this research are mainlgated in regions, where the impact of natural

catastrophes is less likely to have an effect erstipplier’s financial performance.

The overall 1 tier supply problems node is caused by specifiaials, ' tier internal and Sttier external

risks with the following node settings.

Node settings:

Name: 1* tier supply risks

Node type: Boolean

States: Low - High

Conditioned on: AS-specific risks; External risksternal risks

NPT mode: Expression

NPT: noisyor(first_ext_risks, 0.5, first_interngkks, 0.5, first AS_risks, 0.5, 0.1)
SC Level: Focal firm (Warehouse)

The final stage of the inbound SC describes thergxif total damage expressed by lead time differetin
days. The 1 tier supply problems, the AS specific risks, ahd transportation delays are responsible for

the delivery delay at the focal firm (Warehouse).

The T'tier supply problems sum up risks that originatéhie SC from the®itier level considering the risk

effect from the P tier level and the transportation problems.
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The lead time difference at the focal firm folloavd normal distribution based on historical SAP dedan
Module 1.

Node settings:

Name: Delivery Delay (Focal firm)

Node type: Continuous interval

States: 0-90

Conditioned on: 1st-tier suppliers; TransportatidB-specific risks
NPT mode: TNormal

NPT: Conditional NPT

Delivery delay at foca compan

[1st-tier supply problems High (30; 90) Low (2;7)

IAS-speciic risks High (21; 60) I Low (7,14) High (21 60) | Low (7,14)
[Transportation delay High Low | High | Low High | Low | High | Low
[Expression [TNormal(27,75,1,360] TNormal(25,75,1,360]TNormal(21,52,1,360] TNormal (19,52, 1,360fTNormal (14,34,1,360]TNormal (12,34, 1,36 0fTNormal (7,11, 1,360[TNormal (5,11, 1,360
Table 17 Conditional NPT — Focal firm lead timefeliences

The AS specific risks are also triggered to a derextent, by the focal company due to contractual
requirements, small batch sizes and long internatgss times in technological related product chang

and therefore directly influence this node baseg@rauct availability.

Transportation related risk is a multilevel nodehwiive events which are measured in hours of the
capacity limits at the warehouse and the transpiontaisk (e.g. transit time risks caused by exaéfactors
like traffic congestion, truck maintenance) durthg transportation from the first tier SC levelhe focal

firm.

Node settings:

Name: Transportation delay to focal firm

Node type: Boolean

States: Low - High

Conditioned on: Transport-related delay

NPT mode: Expression

NPT: if(val(total_transport_delay)<12, "Low", "Hi{)
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Node settings:

Name: Transport related delay
Node type: Continuous interval
States: 0-100

Conditioned on: Lacking time window capacity; Lawiforwarder capacity; Transit-time related delay
NPT mode: Arithmetric

NPT: lacking_capacity_forwarder + lacking_time_danvs + transit_time

Name: Total Time window Lacking Time window Total Forwarder Capacity

Node type: Continuous interval Continuous interval Continuous interval

States: 0-24 0-24 0-24

Conditioned on: - Total time window -

NPT mode: Tnormal Binominal Tnormal

NPT: Mean: 6.75 Trial: total_capacity Mean: 6.75
Variance: 5.1 _time_window Variance:6l0.
Interval bound: 0-24 Success: 0.01 Interval bongl4

Name: Transit time related delay Lacking forwarder Capacity

Node type: Continuous interval Continuous intérva

States: 0-24 0-24

Conditioned on: Total forwarder capacity -

NPT mode: Tnormal Binominal

NPT: Mean: 2 Trial: total_capacity_forwarder
Variance: 25 Success: 0.01

Interval bound: 0-24

To illustrate the impact on the safety stock wedhtilat the delivery delay expressed by lead time
differences is the overall uncertainty on the intgide of the SC. From the point of view of theeintory
management, demand-related uncertainties are marnpgeeans of the safety stock. Consequently, the
safety stock can be strategically implemented tfiebuisks emerging from the supply side of the SC.
Based on the framework assumptions the lead tirfiereince in days at the focal firm is assumed to be
equivalent to the safety stock in days kept indpare parts warehouse of the focal firm. This i& lioe

safety stock secures the stock availability fromitibound perspective.
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In order to make results comparable when it cornéld simulation it is useful to assign monetarijsuto
the safety stock. The node safety stock value inatary units is obtained by multiplying the totat@unt

of days where orders have been delivered late dgtkrage cost of keeping the equivalent ordetsaod.

Node settings:

Name: Safety stock value

Node type: Continues Interval

States: -30,000-3,500,000
Conditioned on: Delivery delay

NPT mode: Arithmetic

NPT: stock_value*behind_schedule

The stock value is expressed by a constant ofafa amount of stock keeping units in the warehdaose

monetary units. Finally, Figure 28 illustrates thi¢éial After Sales Risk modeled in agenaRisk.

Figure 28 The After Sales RIsk Model in agenaRisk
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5.3 Model Validation

In order to meet the requirements of the ASRIMsinecessary to drawn a zero line in the initial ehod
Based on the real SAP delivery data only late @eilds of spare parts can be considered in theatadid of

the ASRIM because only the delayed deliveries &k relevant. In summary the 7,428 spare part
deliveries from product group number six (electcoparts) must be limited because only 4,399 defiver
data sets were delivered late. As shown in Fig@rth& mean lead time difference of the SAP delivzta
analysis for late delivered spare parts is 13.%% dédth a standard deviation of 24.86 days. In carson

the initial causal model with the risk specificatiof each node and the multiplication of correspogd
conditional probabilities in the model results irmaan of 13.659 days for total lead time differenger

the whole SC inbound structure.
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Figure 29 Validation of the After Sales RIsk Model

The difference between the ASRIM and the systera daalysis is only 0.11 days this comparison confir
the validity of the ASRIM.

5.4 Scenario Analysis

The scenario analysis has been applied by sevehalass (Chopra and Sodhi 2004, Kleindorfer anddSaa
2005, Stecke and Kumar 2009, Lockamy Il and McCakn2010, Yen and Zeng 2011). For risk analysis
in the Bayesian network there are two main relexappgroaches. The bottom-up analysis examines the
effect of risks at any level in the SC referringhe central risk size. The top-down analysis isivaent to

the sensibility analysis and detects those risks ¢huse the central risk size. The sensitivityyasimhas
been proven to be appropriate to detect the roosec®f risks (Jensen, Aldenryd et al. 1995, Rabelo,
Eskandari et al. 2007, Lockamy and McCormack 2009).
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Scenario 1:Raw material scarcity

We propose that a particular material due to reso@onstraints over an extended period is no longer
available. Under this condition thé“ier supplier is not able to produce and delivespacific module
component to the®ltier supplier. To overcome the supply bottlenehk, T tier supplier decides to initiate

a spare part redesign in coordination with theamst. After entering the new information in the rabde

are able to calculate the new situation regard#agl time differences on the focal firm level. Basadhis
new situation the probabilities of the SC risk§ able 18 are updated in the ASRIM.

Supply chain risk Prior. Evidenge Posterjpr Delta Ppsterior -
probability probability probability Prior
Change management 40.0% 70.0% 60.9% +20.9%
Series priority 45.2% 80.0% 76.8% +31.6%
Procurement? tier 10.0% 100.0% 100.0% +90.0%
Financial risk 2° tier 32.5% 60.0% 41.9% +9.4%
Product complexity % tier 30.0% 0.0% 0.0% -30.0%
Table 18 Scenario 1: Effects of belief updatinghi@ ASRIM

The prior probabilities represent the initial statf the model. The evidence probabilities reftbet risks
that have been entered into the risk model forebalpdating based on the new knowledge from the
suppliers. The posterior column represents the nigsituation after the processed belief updatinthe
ASRIM. In the last column the changes between tli@r @nd posterior probabilities are presented. The
decision for the spare part redesign requires wuieg the process of change management, which is
exposed to additional risk in the After Sales. Thki®wledge leads to a higher risk perception. This
percent of the estimated risk evidence is enterdthe risk node change management. After recioul

the network the posterior probability for this ris&de increases by 20.9 percent and results in@&ent

of the new risk perception. The spare part redesaggtuces product complexity. For this reason the
evidence probability for the risk node product ctemjty 2™ tier is supposed to decline. The evidence
probability for this risk is zero percent that reds the posterior probability of the perceived tisk30
percent. In this manner the risk nodes series ipriggrocurement % tier and financial risk ® tier were
inserted into the risk model.
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The first outcome of the evidence updating is aifitant change of the posterior probabilities bé t
scenario relevant risk nodes. The second outcoltte ishange in posterior probabilities of condigibrisk
nodes. These six further nodes do not receive ectdegvidence update but they are also affected. AS-
specific risk, in particular the AS supply strategnd procurement problems at thétier level have the

highest affected probability change.

Supply problems 2nd-tier

Procurement prob. 1st-tier
,0%

Demand planning
B Delta Posterior - Prior
Prior probability

AS supply strategy
M Posterior probability

AS-specific risks

Supply problems 1st-tier

0,0% 50,0% 100,0%

Figure 30 Scenario 1: Raw material scarcity riskstgr

The most relevant information update is that thebpbility changes end up in the central risk natfe.
have to expect an additional 2.7 days of lead tiifference which is equivalent to a stock valueréase

of an additional 19.8 percent to bridge the waitinge due to the spare part redesign.

Supply chain risk Prior probability Posterior probability Delta Posterior - Prior

LTD (Warehouse) 13.7 days 16.4 days +2.7 days

Safety stock value 100% 119.8% +19.8%
Table 19 Scenario 1: Posterior effects on the aérigk element

The new situation in this scenario is that with theerall information from the ASRIM, is that the
operations are now able to work specifically onimiging the risk in the individual clusters or firdher
internal measures in the central inventory managéroe example increasing specifically and tempibyrar

the stocks of the affected spare parts.
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Scenario 2:New Parts

Entirely new and specialized parts are designedaffiedt the investigated SC and part group forxterd
scale. The new parts were delivered from new sappknd this new suppliers in the SC are not famili
with the processes of the focal firm. Beside thallelnge a lack of experience, the supplier strugjgleh
high machinery and tool investments. In additidve, hew technology is more susceptible to qualgyes
and requires long term change management process® one hand (in general, one change in one part
requires a change in another part), and on the bt it is subject to a higher demand for sparésglue

to the higher probability of damage to vehicleeatty on the market. Therefore, six months befoee th
SOP there is a requirement to build up a stockpfilepare parts. The AS specific requirements, agh
packaging and labeling, make the supply procespaife parts more complex than the standardizedysupp
of series modules. This leads to the cannibalingbieenomenon between the series and the AS qeantiti
Through discussions with experts we found the eiglst relevant SC risks for this scenario. After
entering the new evidence in the ASRIM for beliptlating and their corresponding posterior probigbili

in the risk model, we established the new riskcdtme in the SC. (cp. Figure 31)

= 1769
Product variants 1st-tier T 80,0%
] 97,6%
o 15,4‘4
Product complexity 1st-tier 80,0%
s i 95,4%
A nce 2,7%

SEEY EEIE probability Financial risk 1st-tier 15,0%
Series priority 80.0% =177

- 12,6%
AS supply strategy 70.0% Communication problems 30,0‘? M Delta Posterior - Prior
Change management 60.0% 1 42,6% . -

- m 63% Prior probability
System failures 60.0% System failures 10,0% ) .
Communication problems 60.0% 16,39 8 Posterior probability
- M 10,0%
Financial risk -tier 55.0% Change management 40,0%
— ] 50,0%
Product complexity ¥-tier 90.0% — 346%
Product variants *Ltier 95.0% AS supply strategy | 506%
85,2%
— 39 3%
Series priority 45.2%
85,0%

0.0% 50.0% 100.0%  150.0%

Figure 31 Scenario 2: Effects of belief updatinghe ASRIM

The ASRIM belief updating over all SC levels shoseen further risk nodes which are exposed to a
probability change (Appendix H). The demand plagniisk and the total AS specific risks show the
strongest risk effect among all observed. The dyosmof all affected risks lead to additional 2.%/slan

lead time difference and to an increase of 20.tgr#rin the value of the stock.
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Scenario 3:Demand increase

There are multiple reasons for unexpected increasgsmand. For example customers from a new market
order the basic product and after the purchaseupgyade the basic product with original partsrieo to
avoid additional tax payments for luxury goods wheporting the primary product. Such purchasing
behavior is difficult to forecast since no previodata is available. Second, for promotion purpdses
Middle Eastern countries a high number of speciapcts are ordered within a short time periodelLat
communication leaves little room for appropriate@y planning. Finally, an increment of unplanned
demand for primary products increases the serigduygtion. At the same time a particular suppliexcches

its production capacity peak and therefore pripesi the deliveries for series production. PriorkRis
probabilities, evidence probabilities for beliefdgping and posterior probabilities of this scenaare

presented below in Table 20.

Supply chain risk Prior N Eviden_cg Posteri_o.r Dglta Posterior -
probability probability probability Prior
Transportation delay 1st-tier 7.7 hours 55.0% 9.3 hours +1.6 hours
Series priority 45.2% 80.0% 77.3% +32.1%
Volatile order quantity 70.0% 90.0% 95.6% +25.6%
Production capacity 1st-tier 57.9% 80.0% 76.6% +18.7%
Product variants 1st-tier 80.0% 90.0% 95.1% +15.1%
Procurement prob. 1st-tier 61.5% 75.0% 82.7% +21.2%
Table 20 Scenario 3: Effects of belief updatinghie ASRIM

The belief updating of the expected risks affeatshier risk nodes in the overall ASRIM. The riskAfS
supply strategy shows the highest risk affect. 9 risks for the belief update and seven additigna
affected risks produce a delivery delay of an adlditl 1.8 days and a stock value increase of 18.éent.
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Product complexity 1st-tier

Financial risk 1st-tier

Communication problems

System failures

Change management

AS supply strategy

Series priority

54,2
63,9

49,2
I 59,3

B Delta Posterior - Prior
Prior probability
B Posterior probability

Figure 32 Scenario 3: Demand increase risk cluster

Supply chain risk

Prior probability

Posterior probability

Delta Posterior - Prior

LTD (warehouse) 13.7 days 15.5 days +1.8 days
Safety stock value 100% 113.6% +13.6%
Table 21 Scenario 3: Posterior effects on the akritk element

5.5 Sensitivity Analysis

Another type of analysis is the observation of gd&an network for the purpose of determining thkie

of information, or the determination of the infleenindividual variables have on the overall systam

other variables. In both cases we are referring $ensitivity analysis (Laskey 1995). Such analytksv

on the one hand, cost-benefit assessments, forpeain evaluating the accuracy of a diagnosis. (e.g
development of the buffer stock value) to derivevhibie collected evidence affects the accuracy of a
diagnosis and how the evidence must be improvep (eore accurate data by adding or exchangingka ris

sensor in the modeled SC). On the other hand, sitsélly analysis, is the accurate determinationneiak

points in the system, through the provision of eakinfluences on desired or undesired risk ersst
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In the sensitivity analysis, either a series ohsc®s are generated by the default of evidence tfzen are
compared to the results of the inference processnoaggregation of various scenarios assessed by
considering their similarities. Both methods areurting on the influence of some (less) parameters
considered targets. In this work a best case andtwase scenario have been developed to teststhe r
sensitivity in the ASRIM. The following table illtrites the sensitivity analysis results of a meh82
days lead time difference for the worst case séerard the results of a mean of only 5 days leam ti
difference for the best case scenario. The iniisl situation in the modeled inbound SC represantgean

of 14 days lead time difference and is also listgccomparison purposes.

Focal Company (central warehouse) 1st-tier SC level 2nd-tier SC level

- 1sttier 2nd-tier
Delta buffer ~ Delta LTD in Saf\e];y‘iock LTD in days Series Change AS Demand AS»S[?:kcmc Inl:;zal supply supply

stock value days priority [ Management | concept| planning problems problems

+100% +57% # |2,089,800 22 57.4 49.2 62.4 44.3 66.5 56.7 66.5 55.8
- - @ |1,044,900 14 45.2 40.0 50.6 39.0 37.3 49.2 27.2 54.8
- 50% - 64% W 522,450 5 343 31.8 40.0 34.2 111 44.7 2.1 54.3

Table 22 Sensitivity analysis: Effects on LTD imvarst case and best case scenario

In the worst case scenario the delivery delay esee from a prior of 14 days to a posterior of &gscand
leads to the safety stock doubling. As indicatedh®yprobability increase, this result is mainlyeda the
AS specific risks, especially the risk of seriefpty and AS supply strategy, and due ttier supply
problems. In the best case scenario the delivdaydiecreases from a prior of 14 days to a postefi®
days and leads to a safety stock reduction of 56epé& Also, the best case scenario indicates ASitp
risks, especially the risk of series priority an® Aupply strategy, and™ier supply problems which
strongly affect risk probabilities within the ASRIMhis shows that the lead time differences catrdmed
back to a few After Sales specific risks in the 8@til here and from this point of view we can cluae,
it's quite possible to achieve a low mean of léa tifferences by eliminating or steering the tigbks in

the after sales inbound supply chain with the deyed model.
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6 SUMMARY

The major objective of this research was the deraknt of a flexible and practically usable Aftele3a
SC Risk Model (ASRIM) which is based on the SCRMaass described in the literature. The developed
risk model based on the Bayesian concept evaludg&s in an exact way as it captures all risk
interrelations by means of conditional probabititighen determining their impact on the SC. Furtloeem

the developed risk model is more flexible and maceurate when it comes to analyzing SC risks becaus
new information can be integrated in a simple affidient way providing a different perspective dret
total SC risk. It supplies SC experts with a rdkabverview of the affected supply chain. The idea
include the lead time difference as a central sigk in the ASRIM with a direct impact on the stockkes

it possible to derive mitigation strategies and agn after sales warehouse buffers in a selectide an
temporary manner. It is possible to run the ASRIAgdd on risk symptoms in the SC network to make an
exact diagnosis of expected lead time differenges their direct impact on the buffer stock value an
focal firm level. On the other hand it is possitdemanage the SC in a preventive manner, which smnean

going from a lead time target down to the risk stongs in the multistage SC.
6.1 Findings

In terms of a critical evaluation of the resultghii this work the research questions of Secti@31will

be revisited in this chapter. To answer the ceméstarch questions a four step approach was dpple
first two modules concentrate on answering the fiesearch question. To get a comprehensive picture
the vulnerability and the risks of the affected 86 it is first important to ensure transparencységbon
output from different suppliers, approximately 8MOdelivery data sets from a MRP — System was
investigated. From this extensive data it was fbsg$d exclude correlating relationships and tdraethe
LTD as the central risk size. As a further restilthe data analysis, a reverence supply chain wadehad
and subjected to 75 suppliers from the same categbran empirical survey. New knowledge for the

research area and for the company was collectedharfitst research question could be answered.
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Question 1: What are the essential risks within after Sales inbound

Supply Chain?

We empirically confirmed four increasing risk tranfbr the investigated AS SC of
the company and also identified the high varietypafts and the long parts supply
cycles as special risk drivers of the AS SC. Thiotige comprehensive literature
review of the general SC risks we could demonsttaethe network risk can be seen
as a serious risk of After Sales Supply Chainturhted out that in particular the risks
of discontinued components as well as the shorégaw minerals for spare parts are
particularly serious risks. In addition, the locatidependent effect of the“2tier
suppliers and especially the increasing risk aweserof environmental risks due to
the dramatic event of a natural disaster in Fuknahhave been outlined. Through the
survey of suppliers and the results of the riskfpbo it was possible to identify ten
severe AS SC risks that were all rated above aeerafoth the EV and in the LTD.
Overall, there were seven AS SC risks and thrdes fisr special spare part strategies
identified on the direct supplier level, cp. Chaphe2.2. It was shown in particular
that a large part of the ten After Sales inbourgbsuchain risks corresponded to the
findings and assumptions made in modeling the ASaB@ from previous expert

discussions.

The second research question is answered by thentaf module three and four and based on thdtsesu
from the first two modules. For the risk identifiicen the results from the empirical study, in tatal AS
risks, cp. Table 7, were restructured towards semtative after sales multiple suppliers SC. Bmage
AS SC risks efficient in the operations it is nexm@y to understand their causal interrelation @ale6C
levels. Therefore a 21 by 21 interrelation matriaswconstructed with the aim to identify causal
relationships between risks and visualize themdauwsal risk network. For risk evaluation the mskwork
was transferred to an acyclic graph where risk ghdlties were assessed individually in conditioaat!
unconditional probability tables. The peculiaritf mapping conditional probabilities in a networkdan
integrating new knowledge into a network were ttemeonstraints for the development of the AfteleSa
Risk Model. The applicability of the Bayesian lofic causal SC risk evaluation was chosen and prave
Chapter four. The developed model is flexible apdasnic not least for the belief updating. It can be
adapted for other purposes if risk clusters, inftmen of the network nodes are specifically redeinThe
risk analysis of the developed Bayesian Networkviges following SCRM insights scientifically and

practically. The second question can be answeréallas/s.
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Question 2: How could risks be operationally manageto minimize lead time

differences in the focal Firm (Warehouse)?

The scenario and sensitivity analyzes of the deexlomodel verify that the
occurrence of one risk has an impact on other iisitise SC. The risk structure in the
modeled SC accumulates risks on the focal firmllewethe top of the SC causing the
central risk size LTD. The main impact on the LTdxaused by AS specific risks and
by 1* tier supply risks. In this regard, if AS specifisks are mitigated first, they
would simultaneously mitigate risks originatingtime first supplier level. The third
result is that a reduction of the delivery delag hapositive effect on the buffer stock.
In the modeled BN it is possible to reduce thelstmt the focal firm level up to fifty
percent. To reduce the LTD this requires a rednabibAS specific risks from a prior
of 37.3 percent to a posterior of 11.1 percent, Bhtier supply risks from a prior of
27.2 percent to a posterior of 2.1 percent. Inipaler risk reduction measures related
to the risk of series priority, to the risk of ifiicient AS supply strategy and to the
risk of lacking change management would reduce A& specific risk and

automatically diminish the supply risk from thesfiSC level.

To preventively manage AS specific risks the follogvstrategies need to be further
developed for operational implementation. The cépaassignment at the supply
source according to the value stream would enalégjairement tailored production
strategy for spare parts supply. This would notyageduce the risk of an unaligned
strategy for spare parts production but would alisoinish the risk of series priority
where series and spare parts production are sutgecannibalization in favor of
series quantities. It is shown that not only risfpacts have causal effects on each
other, but also risk mitigation strategies, mearthrag a mitigation action for one risk
has the potential to mitigate another risk. At tp@int it is crucial to be aware of
possible mitigation measures having a positiveceftm one risk but a reverse effect
on another risk. This is essential to pay attentionwhen selecting appropriate
mitigation strategies. In this context, it is alsgportant to be aware that there is not
only one mitigation strategy that might be apprai The quantity harmonization is
another countermeasure to control the risk of seierity. If a series is harmonized
and spare parts quantities are managed, then gidiesuis able to plan and forecast
possible production capacity bottlenecks in advamoe proactively respond to
threatening delivery delays. We conclude that ti&RMM is able to control the SC

risks with a SC expert.
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6.2 Discussion

This work incorporated numerous methods, conceptstheories from scientific research and checked
them for applicability in the specific area of Aft8ales. Based on the identified research gapedlist
chapter three the new knowledge gained with thiskvewe now reflected and discussed in detail and in

scientific context.

No attention to SCRM related to the AS inbound SC etwork:

The three main phases of the SCRM process for fivea8CRM are a central part of this work. Concepts
described in the literature, along with procespstend tools of SCRM (cp. Chapter 2.4) were adjuiie
the research topic in the context of a practicatecatudy which enables the development and
implementation of a concrete approach for identiyievaluating and controlling inbound AS SC rigis.
Chapter 5.2). It was possible to gather new infdimnaabout a well-chosen spare part product growp a
their essential supply risks provided by the pradtimplementation of the main elements of the SCRM
process within the case study. In summary, the emmgets a wide range of instruments for SCRM based
on empirical analysis of the AS SC risks. With teelopment of the ASRIM as a Bayesian networis, it
possible to develop proactive measures to mitifaeteadentified SC risks and to immediately decretase
overall risk of AS SC to improve the overall Aft8ales inbound delivery performance. Since Bayesian
networks are in principle learning systems it wasgible to demonstrate a new approach for SCRMen t
supplier side of an AS inbound SC network. Now stanable SCRM is implemented to realize a risk

based inventory and supplier management withirAfker Sales organizations.

The specific AS inbound SC risks are unknown:

However, no general agreement exists on the rigildgy because risks are not the same (Zsidisin and
Wagner 2010) and vary across industries, compamesproducts. In the automotive industry risks that
stem from the supply side contribute to SC disan#ito a higher degree than the demand side (Wagner
and Neshat 2010). Similar to other studies (Chea,axd Wang 2010, Zsidisin and Wagner 2010, Zsidisi
et al. 2004) the inbound supply risks are the masearch object.
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For this reason, the author first examined how Beggpassess the vulnerability of the AS SC of the
company involved in this research. The results glibthat the vulnerability of the AS SC is generally
rated as low. This is in great contrast to the gareC results presented in the literature by &iit(3005),
Schatz et al. (2010) and Thun & Hoenig (2011). &hasthors have identified a consistently high lefel
vulnerability of the SC in its investigations. Oretone hand storage in the AS is more common thémei
general SC, investigated by Thun & Hoenig (2011)tlsat disturbances of the SC can be initially
compensated by the warehouse stock and thus ddeslireotly result in interruptions of AS SC.
Furthermore, it was shown that the increasing ceripy trends, identified in the literature, such as
globalization and the increasing efficiency trergigch as inventory reduction, outsourcing or single
sourcing in the AS SC are also significant riskvers. In particular, the inventory reduction ane th
resulting associated increasing dependence onntbeth functioning of the SC as well as globalizatio
due to cultural differences and the increased pramglistances were evaluated as the largest rigkrd.
These results are similar to the results of varieopirical studies on the risk drivers of the gah&C
from Thun & Hoenig (2011), Jittner (2005) and WagieNeshat (2010). It can therefore be empirically
confirmed that increasing complexity and efficierinyboth general SC’'s and in the AS SC are relevant

risk drivers.

In addition to the trends mentioned above additidmetors like the high spare part variants and |timg
product life cycles of spare parts which resultrfrthe difficult conditions of AS, were studied witkspect

to their risk driven effects. The investigation sledl that these two factors have a nearly identicl
increasing influence as the general trend hadated. Possible reasons for this are the increased for
coordination and the greater complexity due tohigh variations of spare parts and the need to taiain
the AS SC’s due to long supply cycles. This leamlsah overall increase in complexity and thus risk

increases. Therefore, these two factors can bérowd as special risk drivers of the AS SC empillyca

After consideration of the risk drivers the actd& SC risks were investigated. It emerged that boght"

tier and 2° tier suppliers of the investigated SC scored tsyffier the network related procurement risks,
against another five types of risk in relationte £V as well as the LTD. This result correspondscty

to the result already gained in the empirical gadif Kersten et al (2006), Wagner & Bode (200

& Hoenig (2011). In these studies, the network rigls also the highest, dependent on a value added.f
We can conclude that in both SC’s general or ARteles specific, and independent of the value |ghel,
supply network risks from Jattner (2003), arisimgnfi the interaction of SC partners, will assesstmos
severely. In contrast, the environmental risks ver@luated very differently in the two value addtages

of AS SC as well as compared to the survey rislyaiga Thus, the EV of the environmental risksthie

second SC level was rated significantly higher timatie first SC level.
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This is to a large scale due to the different lmeet of the suppliers. While the production plaitshe first

tier suppliers were mainly in Germany the secoad suppliers have their plants in the SC mosthAsia
and thus from areas where environmental risksjqudatly natural disasters, occur much more fredgyen
than in Germany. The extent of damage from thesdes rivere in the past risk analysis studies ratedblot
now the environmental risks have reached the setigtiest level for LTD in this risk analysis. One
explanation for this could be the disaster in Fhikms in 2011. The Fukushima disaster may have, in
relation to the disastrous consequences for glBRalresulted in the suppliers having a higher sigitgi

and risk awareness of environmental risks.

As part of the risk analysis it was further demoatetd that the risks of the investigated produciugr
compared with those of the standard spare pads)@trsignificantly different. This result, surpnigly, is
very different from the assumptions derived in literature that due to the special nature of etettr
spare parts which SC would have a greater risk thiaer parts. However, this confirmed, the statameh
experts which have similar problems in deliverydinteviations for crash and maintenance spare parts.
turned out that the two most commonly used sparts papply strategies, the long term storage aed th
integrated manufacturing have the highest oveisllfor an AS SC. This confirms the view that, witfis
strategy, the risks usually relate to the entioelstand can be, in the case of exhaustion onlyy skaw,
when responding to production of new spare paits. flsks of integrated production have the higast
on average. This result in particular emerged duhé integration of the spare parts in series yctidn,
additional sources of risk arise such as long changr processes or difficult production planningaese

of small batch sizes which make the manufacturgpafe parts as a whole unstable and thus incrédases
likelihood of manufacturing faults. In contrast theare part workshop, as the second spare pandysup

strategy seems to be the most stable supply syrateg

Lack of investigation into sustainable SCRM operatinalization:

Czaja (2009) and Zsidisin et al. (2004) proposeidieatification of early warning indicators for efftive
risk mitigation. Czaja (2009) carried out a broadpéical study on early warning indicators for slypp
interruptions in the automotive industry. Seversks could be identified in the multiple level Sitat are
consistent with the data obtained from SC profesd®in this work. The empirical results of Czajayide
important information but provide little insightrfgpecific action because risks are consideredlyoaad

not in their global SC context.
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For a target oriented risk analysis Blackhurst,eSmh & Johnson (2008) as well as Norrman & Jansson
(2004) classify the wide range of products intougpr® In a similar way a local and global approaak h
been developed in this work for the operation &f 8CRM framework. The local SCRM focuses on
particular groups of parts. The global SCRM istbgult of the local SCRM weighted by a specifictdac
Wu, Blackhurst and Chidambaram (2006) also integrat weighting factor to evaluate risks. Because a
weighting factor is efficient for differentiatingugntitatively between subsets of one system, itk
applied to weight the impact of each AS criticalmpmnent group on the total delivery delay.
Organizational adjustments are required in termsadditional resources for SCRM implementation.
Norrman and Jansson (2004) give solid recommentatd how to reorganize multinational enterprises i
order to integrate the SCRM. The main obstacléhg¢dmplementation of RM are investigated by Karste
Hohnrath & Winter (2008) and are due to the lackaéquate tool coordination, management capacity an
willingness to share information and trust towa&s members. Only if managers recognize SCRM to be
part of their responsibility will they understandvhtheir decisions affect the SC as a whole. Tloeegfto
exploit the potential of the SCRM it is necessarycteate a collective willingness and cross-funeio
acceptance of RM in the AS SCM. The integrationrS&fRM in daily business is especially successful
when it is readjusted regularly (Kern et al. 20LL.8ckamy and McCormack 2009, Manuj and Mentzer

2008). It requires the coordination of process#srimation systems and organizations (James 2011).

Lack of modeling methodology for risk causality inthe After Sales inbound SC:

Moreover, no particular attention was dedicatethto aftermarket or to risk causality. There is pleof
research that did not assess the causality witléir SCRM, Tummala & Schoenherr (2011), Zsidisin &
Wagner (2010), Blackhurst, Scheibe & Johnson (2088)nuj & Mentzer (2008), Stecke and Kumar
(2007), Wu, Blackhurst & Chidambaram (2006), Chogrdodhi (2004). This is assumed to be due to the
challenge to investigate the dependence of mone tva variables. The After Sales has been scarcely
researched in terms of RM. The investigation froagéh (2003) emphasizes service parts management
where risk analysis is scarce and rather theotetit@identified that supply risks exist in the 86m the
initial tier to the end-customer. On the demandesicheaning the supply from the focal firm to the
customer, the supply risk is secured by legal alibgns. The supply from the first supplier levelthe
focal firm by contractual obligation, and from tkecond supply chain level to the first level invesv
minimal power to control risks. Only one paper heeen found to use the Bayesian approach for the
aftermarket in the automotive industry. The modeMeixell, Shaw & Tuggle (2008) is founded on the
Bayesian concept and demonstrates how new knowlablget the outbound minimizes the forecast error
when planning the spare parts demand. In contpaibtis work, the scholars do not emphasize the RM o
the inbound SC for the AS.
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Instead they proved the affect of new knowledgethie uncertain AS environment and support the
applicability of BN for SC risk analysis. In summgato the author’s best knowledge no solid modeling

methodology has been developed for the inboundiskvaluation in the After Sales inbound SC.

No application of Bayesian Network within a AS Suply Chain:

In their research agenda about SCRM Khan and BY2®s7) come to the conclusion that a wide range of
tools have been explored by researchers, howewese ttools have not been adapted for use in mapagin
SC risks. The most practice oriented framework dperative SCRM was developed by Norrman &
Jansson (2004). It is one of the most cited sdientiorks in the field of SCRM. The research prasd
mature tools to facilitate the definition of risktigation strategies and their tracking, and therefcan be
recommended as supplementary reading. In addMamuj & Mentzer (2008) develop tools to support the
selection of the most effective risk mitigation reeges, which are assumed to provide an additicalakyv

to the elaborated SCRM model. In contrast, thiskwepgards risks emerging from multiple tiers of #k®

SC and analyzes their causal interrelations. Itiquar the top down and bottom up risk analysighe

BN provides an added value because it enablesiémgification of root caused risks for a targetated
definition of mitigation measures. Root causessis are effective for preventive risk mitigationmmala

& Schoenherr (2011), IBM (2008), Wu, Blackhurst &i@ambaram (2006) because they can serve as early
warning indicators. Yen & Zeng (2011) investigat€ Bsks in their causal relationships and not ia th
upstream or downstream structure as generally egpjphi research. Similarly to this work, they asgbss
risk causality by means of conditional probabifitiend joint distributions. However, they specifgkd
nodes in a Boolean fashion, meaning the risk leeiactive or inactive. Such an approach is lelszbte

for the AS SC because the risk environment in t@dsSgenerally uncertain to the extent that no B&sr
can be defined to with any certainty as per then@vell’s rule. Stecke & Kumar (2007) assess riska in
Ranked fashion, where risks can have a low, mediutmigh state. To rank risk states is a more peecis
approach for risk impact evaluation, however, teegluate risks qualitatively and this is not suéfit for

an effective SCRM. In this work, risk nodes haverbguantitatively specified by probability distrttons
and, if reasonable and necessary, by Boolean d&edastates. This is how the real domain of the $C i
modeled in a more representative and accurate Raiyet al. (2003) were the first to analyze SCsriakd
their cause and effect interrelations by mean$i@BN. In their approach they evaluate relevamisrisith

a major focus on the impact of external risks. thig reason the risk network appears incompletscBer,
Wels & Winter (2007) revived the importance of tBERM and concluded that the assessment of risk

causality was new.
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IBM (2008) developed an example of how the BN tHates root causes of risks and how they may impact
SC operations. The design of a risk network isiaiff to apply to the multiple supplier SC in the
automotive industry and to the requisites of sgene supply presented in chapter 2.1. Greenlanc&IP
(2011), Wagner & Neshat (2010) applied the graphdehdo understand risk interdependencies and
adjacency matrices, and to assess the total ris&.gfaph model is the structural element of thea®i
therefore less complex and less precise for riskletiog. Lockamy and McCormack (2009 & 2012)
modeled SC relevant risks by means of BN to evaltla¢ supplier’'s impact on the car manufacturer’s
revenues. The same risk network was applied totersapplier risk profiles to facilitate outsourcing
decisions Lockamy & McCormack (2010) and to intélgnBenchmark suppliers, Lockamy (2011). The use
of the same risk network for different situationdicates not only the applicability of the BN iretSCRM

but also the flexibility of a BN based model to adapted with little effort to different purposess A
demonstrated, researchers increasingly recognaéddhefits of the Bayesian concept for causal SK ri
evaluation. The application of the Bayesian logimaldes constructive results for the risk modeling.
However, the risk modeling appears incomplete bezaisks are considered in a one-dimensional SC
structure. In comparison, this work provides anasbed SCRM where risks are aligned in a multiple AS
SC.

To conclude, the elaborated After Sales Risk Maslelble to evaluate causal AS SC risks by means of
conditional probabilities in the Bayesian concdpprovides a solid potential to preventively derikisk
mitigating actions for a proactive SCRM in the Afteales. The lack of a comparable approach in the
research are speaks in favor of the elaborated Indte validity of the ASRIM has been proven by an
analysis of mean lead time differences based on {8fRem data of the company involved in this

research.
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6.3 Limitations

In spite of the numerous new findings in this reskave had to be careful due to the complexity and
diversity of the topic and its limitations. Firstlit can be assumed that there is a certain prigoocf
empirical study bias, since the supplier survey \asformed in a dependent relationship between
customer and supplier. Presumably this was theneagy the results given on the five point Likecake
consistently had very low values. This led to asddite view of the realized average values whichewe
limited for example to the question of vulneralildf AS SC or the proof of the difference betweeo t

types of parts and the spare parts strategies.

Furthermore, only the procurement or the inboude sif AS SC was considered in the empirical anglysi
and in the determination of the network relatet dategories as well as the viewing direction & &S

SC. Thus, only the procurement relevant risks cdalccompared as representative network risk wigh th
results of other empirical studies. A further liatibn is based on the questionnaire design. Inroiae
evaluate the SC risks of the first and second sta@idelivery, the first level supplier had to assany risk
from their own company and from the perspectivethair experience in cooperation with their sub-
suppliers. By doing so the risks of the respedtivels could be compared with respect to theirtiaiahip

with each other. An absolute comparison of theeetype risks of both value chains and thus an ateur
study of how to develop certain risks along the 8Qwever, was not possible because of the general

deviation between self-assessment and externasaasat.

With a view of the ASRIM we can conclude whetheg tintire supply chain would be considered in the
model deviations and whether distortions in thetregrrisk size are possible. The reason is that the
established model is specifically developed on sketected product group and the modeled AS SC.
Nevertheless, the elaborated ASRIM takes a broad wn the supply risks of the AS SC but does not
regard SC members individually. The model is arueate approach for risk evaluation; however, s
absolutely exact. This is because the complexitythef SC risk environment is complicated by the
incorporation of all relevant risk aspects into thedel. Furthermore, even though the probabilibethe

risk occurrence are defined by SC experts, theegatme estimated and could lead to a distorticgheofeal
picture. In addition to this, Fenton & Neil (202darn against a stationary model. To avoid thisthtidn,

the BN based ASRIM provides the option to contirglpwadjust risk node specifications, add new risk
nodes or simply update the risk related knowle@ge.this reason it is existential to continuouslgimain
relevant information in the model. However, if néemformation is available and relevant to the SC
performance, it is required to be entered intoABRIM. This means that the AS SC environment mest b
constantly observed. This is difficult to implemémtpractice, as this responsibility lies with tbempany

to keep the ASRIM up to date.
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6.4 Research recommendations

Given the limitations of this work and in combirmatiwith the contributions made for science and tiwec

further research recommendations can be giverfferent directions.

Initially, the general approach applied in this waould be transferred to other industries for nliode

supply chain risk structures. However, modeling @ypChain Risk structures is a challenge and the
ASRIM can be considered as a complex model. Thedficusing on single product categories or well-
chosen suppliers would be conceivable to enhaneeutiderstanding of relationships from single risk

clusters in complex supply chain structures.

Also, the ASRIM focuses on protection of the busiele (Inbound) of a selected After Sales Supplyi€ha
By further empirical analyzes on the sell side (@uind) other risk sensors may exist, which can be
incorporated into the developed model or in adddlanodels. Such research on the outbound sidedwoul

clarify the risk structure of the complete supphain.

In addition, the transferability of specific afteales supply chain risks to other product groupddcbe
examined further. Such research would provide &srgupport for the validity of the developed ASRIM

within the investigated after sales supply chaid iaalustry.

Finally, the idea to implement the risk controltwihe Bayesian approach in practice can be pursiede
data is available in real time it is not sufficidot calculate the risk value in external systemsghsas
"Agenarisk". For this reason, it is recommendedineestigate how applications or programs can be

integrated into the IT systems of the companies.
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A.

APPENDICES

Literature review of supply chain risks

SC risk scholars

Internal SC risks

External SC risks

(Harland, Brenchley et al. 2003]

Supply-related risk, demand-related-risk,
production-related risk, financial instability,
business strategy

Legal issue, political instability,
competitive-related risk

(Chopra and Sodhi 2004)

Procurement, inventory, delivery delay,
production-related risk, demand-related risk, IT
intellectual property

(Zsidisin, Ellram et al. 2004)

Supply-related risk, production-related risk,
quality problems, cost, design

Natural disaster, legal issues, safg
health

Ly,

(Faisal, Banwet et al. 2006)

SC-related risk, omzggtional risk

Natural disaster

(Wu, Blackhurst et al. 2006)

Delivery delay, 2nd-tier supplier, demand-relate
risk, production-related risk, quality problems,
financial instability, management-related risk

dNatural disaster, economic
instability, political instability, lega
issues, security

(Blackhurst, Scheibe et al. 2008

Procurement, inventory, transportation, deman
elated risk, production-related risk, quality
roblems, IT, organizational risk, management

related, intellectual property

-

Legal issues

(Manuj and Mentzer 2008)

Supply-related risk, production-related risk,
demand-related risk

Political instability, economic
instability, legal issues, security,
competitive-related risl

(Lockamy and McCormack
2009)

Delivery delays, production-related risk, quality
problems, information flow

Economic instability, competitive-
related risk

(Stecke and Kumar 2009)

Supply-related risks, production-related risk,
demand-related risk

Natural disaster, political
instability, legal issues, security

(Lockamy 11l and McCormack
2010, Lockamy Il and
McCormack 2012)

Delivery delay, 2nd-tier supplier, production-
related risk, quality problems, financial instatyili
organizational risk, management-related risk

Natural disaster, political
instability, legal issues

(Zsidisin and Wagner 2010)

Transportation, quality problems, management:
related risk, financial instability, informatiorofi

Natural disaster, political
instability, physical distance

(Pfohl, Gallus et al. 2011)

Supply-related risk, transportation, demand-
related risk

Natural disaster, employee strikeg
security

(Tummala and Schoenherr 201

Delivery delay, inventory, transportation,
1procurement, demand-related risk, production-
related risk, IT

(Yen and Zeng 2011)

Supply-related risk, delivery delay, inventory,
cost, procurement
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B. After Sales related scientific paper overview

; . Journal Related to
Published Author(s) Titel of work Methode Rating AS SC
2011 Thun & Hoenig An empmc_al analysis of supply ch_am_nsk emp!nc_al B No

management in the German automotive industry (quantitative)
Tumalla & Assessing and managing risks using the Supply .
2011 Schonherr Chain Risk Management Process conceptional c No
2011 Vilko & Halikas Risk assessment in multimodal supply chains empirical (qualitative) B No
Supply chain risk management:
2009 Blos et al. a case study on the automotive and electronic empirical (qualitative) C No
industries in Brazil
Wagner & Assessing the vulnerability of supply chains using empirical
2009 s B No
Neshat graph theory (quantitative)
2008 Manuj & Mentzer Global Supply Chain Risk Management conceptional B No
2007 Bogataj & Measuring the supply chain risk an vulnerability in conceptional B No
Bogataj frequency space
2007 Kajiiter R|S|kom§nagement in der SC: Okonomische, conceptional A No
regulatorische und konzeptionelle Grundlagen
Ritchey & Supply Chain Risk Management and performance - concept_mnal
2007 - - /empirical B No
Brindley A guiding framework for future development o
(quantitative)
- 3 conceptional
2007 Ziegenbein Identifikation, ngertung uns Steugrung von SC fempirical } No
Risiken - eine Methodik o
(quantitative)
Empirische Unteruchung der SC- Risiken und SC- empirical
2007 Wagner & Bode Risikomanagement in Deutschland (quantitative) No
- ; conceptional
2006 Kersten et al. Supply Chain R|_sk Managem_e_nt Developement of fempirical ) No
a Theoretical and Empirical Framework o
(quantitative)
. . ) ] empirical
2005 Jiittner SCRM: understandm_g_the business re_quwements (quantitative) / D No
from a practitioneer perspective -
(qualitative)
. conceptional
2005 Klen;(:;rcfjer & Managing Disruption Risks in SC /empirical A No
(quantitative)
2005 Peck Drivers for supply chain vulnerability, an integrated empirical (qualitative) B No
framework
2004 Barry Supply chain risk in an L_mcertam global supply chain conceptional B No
environment
2004 Norrman & Ericsson's proactive sgpply chain nsk_management empirical (qualitative) B No
Jansson approach after a serious sub- supplier accident
S conceptional }
2003 Harland et al. Risk in supply networks Jempirical (qualitative) No
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C. Junction Tree Algorithm (adapted from Fenton and (2612))

1. Construct the moral graph

~
v
/4_\

Example of a Bayesian network

Identify the parents of each node:
* R (U Ry
¢ (I, Ry

Moral graph

Link the parents of each child:
* Ry (Uy Ry = arc between band R
e 1 (I, Ry) = arc betweeniland R

Remove the direction of all arcs.

2. Triangulate the moral graph

« Need to identify subsets of nodes called
clusters and eliminate it

e Starting with the node where the maximum
number of edges has been added to, in this
case Rand |

e Start with b =2 cluster: b, Ry, |1

¢ Continue with ] = cluster: |, Rs, Ry

* Continue with R—> cluster: B, Ry, U,
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* Continue with R—> cluster: R, R;, Rs

¢ Continue with Y - cluster: Y, R;, U,

* Continue with Y = cluster: Y, R;, Ry

* Continue with R > cluster: R, R;

* End with R = cluster: R

3. Summary

Identified clusters:

o Raly, 1R3Ry, RoRyUz, ReR1Ry, UiR1Uo,
UzR1Rs, RiRi Ry

« Disregard cluster JR; and R since both are
already included in WR4R;

Identify separators:

* Between JR4l;and L[R3R, 2> R4l4

* Between BRR;R; and UR;R, 2 RiR,
* Between YR;U,and UR;R, 2 RU»
* Between RR,U; and URR, > RU,
* Between |R;R,and RR1Rs 2 RsR,
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D. Discretization process

An effective approach to compute conditional proligldensities of discrete and continuous variaklea

BN model is to discretize the continuous varial{liEnsen and Nielsen 2007). Because a hybrid BN was
applied in this work, that contains both discreta aontinuous variables, the dynamic discretization
process is an exact computing solution. In thet fegep, it is required to recalculate the NPT
approximations over the current discretized domaihen the approximate marginal posterior probighbili
density function of each node is calculated wheppgating the discrete BN. And ultimately, intesvate
merged until the whole model converges. The dynatisicretization produces a high number of intervals
and allows many interval combinations which, innturesult in a piecewise continuous function with n
voids (Fenton and Neil 2012).
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E. ASRIM relevant Probability Distribution (Montgomeaynd Runger 2010, Fenton and Neil 2012)

In practice, a few probability distributions domi@atwo of the most important and used in the A8ates
Risk Model (ASRIM) be presented shortly.

The Binomial Distribution

The binomial distribution is a discrete distributibased on the following principle. It is basedaor@andom

experiment that can have exactly two possible, allytiexclusive A and B results. For the probal@kti

applies:
P(@A)=P (4.6)
PA=1-P 4.7)

Such random experiment with two outputs is alsdedaBernoulli experiment. The experiment will
performed n - times and the results of the itersti@re independent of the previously carried out
experiments. Of interest is the number x of n riépes/deliveries by which the event A (Lacking &m

window capacity) occurs.

Example: Node: Lacking time window capacity per dafour

Trial: total_capacity_time_window, Success: 0.01

That means when the transport received at cenmathlvouse, it may happen that there is no free time

window for discharge the truck.
Note: Deliveries are made daily and are therefodependent of each other.

If the result of the Random experiment is - withepeats - a number between 0 and n and corresponds

the number of occurrences of A then the probaltitit A occurs exactly x times and is given by:
@ = (M. px. _ pyn—x —
Fx (x) P*- (1-P) x=0,1,..,n (4.8)

This type of probability function is called the bmial distribution. These distributions are detered by
the two parameters n and P. We write for short Bojrdistribution where numerical values are taibed

for the parameters.
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The following applies:
Bxln,P) = fx® = () - P*- (1= Py @9)

For binomial distributions generally applies:

E(x)=n-P (5.0
and
VAR(x) =n-P-(1—-P) (5.1)

The distribution function is specified by summation

n

x) <Pk (1-P)F x=0,1,..,n (5.2)

Fy(X) = g:o(
ASRIM Example (Lacking time window capacity):

The transport deliveries in the Warehouse are rhjefixed time windows. If the truck are too late Will

not unloaded and spare parts have lead time diifese We suppose 10 deliveries per week, whateis th
number of deliveries with lacking time window cajpaclt is n = 10 and P = 0.5 and the probabiltgttin

one week 4 truckloads are not unloaded in time is:

B(4]10,0.5) = (140) 1055 (1-05)™ = 22 051 = 0,205 (5.3)

The entire distribution (for n = 10 and P = 0.5) && represented graphically as follows:

0,25

0,2 1
0,15 -
0,1+

0,05 -

01 2 3 4 5 6 7 8 9 10

Figure 33 Appendix E: The symmetric Binominal Distition
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As expectation value is E(X) = 10 - 0,5 =5 andwheance is VAR(X) =10 - 0,5 - (1 - 0,5) = 25 the
symmetrical shape of the distribution in the sangplses from the fact that P = 0.5, that is if ph@bability

of A and the event 013\ is similar.

For P = 0.25 (n = 10) following asymmetric disttiiom is obtained:

0,3
0,25
0,2

0,15 -
0,1 1

0,05 -

0 -
0 1 2 3 45 6 7 8 9 10

Figure 34  Appendix E: The asymmetric Binominal Bizition

The Normal Distribution

The normal distribution is the most important disition at all. It occurs in many technical (e.g.
manufacturing tolerances) and also in biological.(body size) areas. It involves a continuousithistion

with the following density function:

1 _(x-w)?

e 20-2 (5'4)

fr(x) =

o2

The function contains two parametgrandc and describes a whole class of functions, alsavknas N

(1, 0 can be specified: The following applies:

E(x)=wu (5-5)
and
VAR(x) = 2 (5.6)
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The function is symmetric to the expected valiend can be represented graphically as follows:

fx(x) ‘

Figure 35 Appendix E: The Standard Normal Distridout
The distribution function cannot be expressed bheotsimple functions. Therefore, tables are used to

looking for values. The standard normal distribatie equal to the N(0, 1) distribution, which i thormal

distribution with mean 0 and variance 1.
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F.

Interaction matrix of AS risk interrelations

Supply chain upply chain risks i ) E4 E3 B El 2S5 254 2s3 2s2 2s1 212 271 1S5 1S4 1S3 182 1s1 112 1T c3 c2 c1
E - '3? Stock availability c1 A* A* A* A* A* A* A* A* o o A* A* \ A* A* A* A* A A A
E % g Delivery delay c | A | A | oA | oA oA S RS o o A oA v Al oA oA A* A A
g = § Quality c3 o o o A* A* o A* A* o o A* o X o A* A* A* A
- Delivery errors 1T1 X A o A o o o o o o o o v o o A X
E 2 Means of transport 112 A A A o o o o o o o o A X o o o
Packaging 1s1 v A A A o o o o o o o A \ o o
5 Production problems 1s2 | Ar A Ar A A Ar A* A Ax A* A* v v A
;g Procurement 1S3 A A* A A \2 A* A* A A* A* A \2 \2
E Demand planning 184 X A* A A A A* A* X* A* A A A
B Series priority 1s5 o A* A A o Ax A* Ax A A* A
@ o Delivery errors 271 X A o A o o o o A X
E 2 Means of transport 212 A A A o o o o o o
Packaging 2s1 v A A A o o o o
& Production problems 2s2 o A* A* A A* A A
% Resource capacity 2s3 o A A A A o
-;li Procurement 254 o o A A v
h Technological changes 2S5 o o o A
Natural catastrophes EL v v v
g Economic factors E2 v v
é Strikes E3 v
3
i Import and export E4
Reachability matrix of AS risk interrelations
i ! Cl|C2|C3|1T1|1T2|1S1|1S2|1S3|1S41S5|2T1|2T2|251|2S2(2S3|2S4|2S5| E1 | E2 [ E3 | E4 [;2\\22?
Cil 1 0 0 0 o* o* o* 0* 1 o* o* 0 0 o* o* 0* o* o* o* o* 0* 2
C2 1 1 0 0 o* 0* 0* 0* 19 0* 0* 0 0 0* 0* 0* o* 0* 0* 0* 0* 3
C3 1 1 1 0 o* 0* 0* 0 1 o 0* 0 0 0* 0* 0 o* 0* 0 0 0 4
1T1 1 1 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 7
1T2 | 1| 1 1 1 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 6
1S1 1* 1* 1* 1 0 1 0 0 1 i 0 0 0 0 0 0 0 0 0 0 0 1 7
1S2 1* 1* 1* 0 0 0 1 0 1 1 o* 0* o* o* o* 0* 0 0 o* 0 0* 6
1S3 | 1| o 0 0 0 1 1 11 0o | or | o* o | o | o* 1 0 o | o* 0 7
1S4 0 0 1 0 1 0 0 0 1 0 0 0 o* 1* o* 0* 0 0 0 o* 1 5
[ ass ™ || ool [i[o| o1 |oJoJolo[o oo |o|o[oTo] 6
2T1 | x| 1x| o0 0 0 1* 1 11 1 1 0 0 0 0 0 0 0 0 1 10
272 0 0 0 0 0 0 1* 1* 1 1* 1 1 0 0 0 0 0 0 0 0 0 6
251 0 0 0 0 0 0 o1 1 0 1 0 0 0 0 0 0 0 1 7
2S2 1* 1* 1* 0 0 0 1* 1 [ R 0 0 0 1 0 0 o* 0 0* 0* 0 8
2S3 1* 1* 1* 0 0 0 1* 1* 1* 1* 0 0 0 1 1 0 0 0 0 0 0 9
254 | 1| o 0 0 0 | 1y o1 p1r| 0 0 0 1 0 1 1 0 0 0 0 9
2S5 1* 1* 1* 0 0 0 1 0 1 I 0 0 0 0 1* 1 0 1 0 0 0 0 8
E1l 1* 1* 1* 1 0 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 19
E2 1 | 1 0 0 1 1 1* 1 101 0 1 1 1* 1 1 0 0 1 1 1 16
E3 1* 1* 0 1 1 1 1 1* 1* 1* 1 1 1 1* 1 0 0 0 0 1 1 16
E4 1* 1* 0 1 1 0 1* 1 1 I 0 1 1 0 0 0 0 0 0 0 0 1 10
Deppi’\‘::rnce 18l17|11| 6| 7|5 |13|1ala : wle|s5|alsls|3|al1]l2|3]o9
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H. ASRIM Supply Chain Risk Scenarios

Scen:
Raw material scarcity

ario 1

Scenario 2
New parts

Scenario 3

Demand increase

[SCievelnode  [Svntheticnode T [Syntheticnode 2 [Syntheticnode 3 [Event node Baseline Risk probability _|Evidence | Risk probability _[Evidence __[Risk probabillty
- - - Stock value in Mio EUR 1,044,900 1,251,800 1,254,700 1,187,300
5 5 5 Behind schedule delivery in days |13.7 164 164 155
Total time window capacity 6.5 6.5 6.5 68
> per day in hour
§
2 Lacking time window capacity 09 09 0.0 09
§ per day in hour
Tg“ Transportation Transport-related | Total forwarder capacity per dayin . o 6.9 6.9 6.9
b - delay to focal delay per day in hour | hour
g company in hours Lacking forwarder capacity
5 e day in hour 0.9 0.9 09 0.9
g Transiime related delay per day |, o " o
our
6.6 6.7
77 High: 550+ 9.3
B B | - Jist-tier supph 212 317
- - Series priority Jas. High: 80.0° High: 80.0% High:80.0* __[77.
- - Change 40 High: 70.0* High: 60.0% J40.
- - |AS concept 50. High: 70.0~
After-sales specific [ volatile order quantit 70
risks. System fai High: 60,0*
) Demand planning |T‘ caiion promems i 600"
[ - I B [Natural
External risks [ B 1 - Bancruptcy 1st-tier High: 55.0%
[ - | - Strikes
2 |Man power capacity risk
2 Tool set-up time risk_
] €apacity. [ocal company machinery
-
>
g e romes |Prosic compledty 30" 60" - 10°
3 [Product variants 35" 60" 5.0
3 risk
2
g - |§ea Treight
Internal risks delay Ar freight
Plastics
Procurement Metals X
bottieneck at 1sttir [ materal Minerals and non-metalics 0
scarcity Other .0
4
2nd-tier supply Jcp. 2nd-tier 54. 63.
61, High: 75.0* |82
F, 59..
27.. 31,
|Man power capacity risk 'gm 0.
Tool set-up time risk 40.0 40.
©ap2cty - [ultiple-machine operation 190.0 90.
93.7 .
ot sk Tprotuct complexiy l_n,o Cow: 100.0°
P [Product variants 0 3
2 risk 5
2 Internal risk v
g .
4 Plastics 0
>
= Metals .0
2
E - SR;"'"C’I';'E"B' Vinerals and non-metalics 0 Ves 10007
4 Other 0
= 34.4
2 515
« I - T - [Natural 0
[ - | - | 2nd-tier 5 High: 60.0*
External risks I - i - [Suies >
6
.8
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l. List of Abbreviations

APO Advanced Planning Optimizer

AS After Sales

ASRIM After Sales RlIsk Model

BN Bayesian Network

BOM Bill Of Material

BSC Balanced Score Card

DAG Direct Acyclic Graph

DSR Day of Stock Receipt

EDO End of delivery obligation

EOP End of production

EOS End of service

FTA Fault Tree Analysis

GIM Global Inventory Management

IBM International Business Machines Corporation
ISM Interpretative structural modeling

JIS Just in Sequence

JIT Just in Time

LTD Lead Time Differences

MIT Massachusetts Institute of Technology
MRP Manufacturing Resources Planning
MU Monetary Units

NPT Node Probability Table

OEM Original Equipment Manufacturers
PG Product Group

RM Risk management

SAP System Application Program

SC Supply Chain

SCM Supply Chain Management

SCOR Supply Chain Operations Reference
SCRM Supply Chain Risk Management

SDT Scheduled Delivery Time

SKU Stock keeping unit

SOP Start of production

SPAM In this context: Pushing Advertising Mail
UCLA University of California at Los Angeles
usD United States Dollar
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J.  Notation

Risk,

I,(Loss,)
P,(Loss,)
Riskier1
Riskgjers

Piier1 (LOSStier1)

Itierl (Losstierl)

A B

A
B(n, p)
E(X)
Fx

f(x:)
F(x)
N(1,0%)
P

P(A)
P(B)
P(BIA)

P(AIB)

VAR(X)
X, Y

u

o

)

Q

AOB
AnB

Total supply chain risk
Significance n of the Loss n
Probability n of the Loss n to arise
1™ tier supplier risk

2" tier supplier risk

Probability of Loss ofsLtier supplier
Impact of Loss of ¥ tier supplier

Event

Complementary event to A

Binomial Distribution

Expected value of the random variable X

Distribution function of the random variable X

Relative frequency of occurrence x

Cumulative relative frequencies up to and inahgdelement x
Normal Distribution

Probability

Probability for the occurrence of the evan

Probability for the occurrence of the ev@n

Probability for the occurrence of the eveddt under the
condition that event A has already occurred

Probability for the occurrence of the evehtunder the
condition that event B has already occurred

Variance of the random variable X

Random variables

Mean value

Standard deviation

Elementary event

Event space (safe event)

Composed event (union)

Average of events
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x

Impossible event (empty set)
Sample size

The population size

Sample standard deviation

Sample variance

Sample mean
Standard deviation of a population

Variance of a population

Variance of the sample means
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