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ABSTRACT

SEVERAL FUNCTIONAL EQUATIONS DEFINED ON GROUPS ARISING FROM STOCHASTIC DISTANCE MEASURES

Heather B. Hunt

June 25th, 2014

Several functional equations related to stochastic distance measures have been widely studied when defined on the real line. This dissertation generalizes several of those results to functions defined on groups and fields. Specifically, we consider when the domain is an arbitrary group, $G$, and the range is the field of complex numbers, $\mathbb{C}$.

We begin by looking at the linear functional equation $f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s)$ for all $p, q, r, s \in G$. The general solution $f : G \times G \to \mathbb{C}$ is given along with a few specific examples. Several generalizations of this equation are also considered and used to determine the general solution $f, g, h, k : G \times G \to \mathbb{C}$ of the functional equation $f(pr, qs) + g(ps, qr) = h(p, q) + k(r, s)$ for all $p, q, r, s \in G$.

We then consider the non-linear functional equation $f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)$. The solution $f : G \times G \to \mathbb{C}$ is given for all $p, q, r, s \in G$ when $f$ is an abelian function. It is followed by the structure of the general solution, $f$, dependent upon how the function acts on the center of the group. Several generalizations of the equation are also considered. The general structure of the solution $f, g, h : G \times G \to \mathbb{C}$ of the functional equation $f(pr, qs) + f(ps, qr) = g(p, q) h(r, s)$ is given for all $p, q, r, s \in G$, dependent upon how the function $h$ acts on the center of the group. Future plans related to these equations will be given.
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1.1 Introduction

Let $\mathbb{R}$ denote the set of real numbers, $\mathbb{R}_+$ the set of non-negative real numbers, $I$ the open unit interval $(0,1)$, and $I_1$ the open-closed unit interval $(0,1]$. Let $\Gamma^0_n$ be the set of discrete probability distributions on a finite set, $\Omega$ of cardinality $n$, that is

$$\Gamma^0_n = \{P = (p_1, p_2, \ldots, p_n) | 0 < p_k < 1, \sum_{k=1}^{n} p_k = 1\}.$$ 

Several distance measures between discrete probability distributions have been proposed and studied over the past several years, such as the Chernoff coefficient, Hellinger coefficient, and Jeffereys’ distance (see [2]). Notably, for $P$ and $Q$ in $\Gamma^0_n$, Kullback and Leibler in [7] defined a measure of the distance between $P$ and $Q$ that is both non-negative and non-symmetric. This measure, known as directed divergence, is defined as follows: for $P$ and $Q$ in $\Gamma^0_n$,

$$D_n(P\parallel Q) = \sum_{k=1}^{n} p_k \log_2 \frac{p_k}{q_k}.$$ 

Since it is neither symmetric nor satisfies the triangle inequality it is often not useful as a metric. In order to restore symmetry, the symmetric divergence between any two probability distributions, $P, Q$ in $\Gamma^0_n$, was introduced as follows:

$$J_n(P,Q) = D_n(P\parallel Q) + D_n(Q\parallel P).$$
Explicitly, $J_n(P, Q)$ can be expressed as

$$J_n(P, Q) = \sum_{k=1}^{n} (p_k - q_k) \log_2 \frac{p_k}{q_k}.$$ 

This measure, known as the J-divergence measure, satisfies the composition law

$$J_{nm}(P \ast R, Q \ast S) + J_{nm}(P \ast S, Q \ast R) = 2J_n(P, Q) + 2J_m(R, S)$$

for all $P, Q \in \Gamma_n^0$ and $R, S \in \Gamma_m^0$, where

$$P \ast R = (p_1 r_1, \ldots, p_1 r_m, p_2 r_1, \ldots, p_2 r_m, \ldots, p_n r_1, \ldots, p_n r_m).$$

Through this composition law and the sum property the measure has been characterized (see [2]).

Numerous well-known generalizations have also been characterized. One such generalization of the J-divergence measure being the symmetric divergence of degree $\alpha$ given by

$$J_{n,\alpha}(P, Q) = \sum_{k=1}^{n} (p_k^\alpha q_k^{1-\alpha} + q_k^\alpha p_k^{1-\alpha}) - 2 \left( \frac{2^{1-\alpha} - 1}{2^{1-\alpha} - 1} \right),$$

where $\alpha \neq 1$ and $P, Q$ in $\Gamma_n^0$. If $\alpha \to 1$, then $J_{n,\alpha}(P, Q)$ tends to $J_n(P, Q)$. This measure satisfies the following composition law [2]:

$$J_{nm,\alpha}(P \ast R, Q \ast S) + J_{nm,\alpha}(P \ast S, Q \ast R)$$

$$= 2J_{n,\alpha}(P, Q) + 2J_{m,\alpha}(R, S) + \lambda J_{n,\alpha}(P, Q) J_{m,\alpha}(R, S)$$

for all $P, Q \in \Gamma_n^0$ and $R, S \in \Gamma_m^0$, where

$$P \ast R = (p_1 r_1, \ldots, p_1 r_m, p_2 r_1, \ldots, p_2 r_m, \ldots, p_n r_1, \ldots, p_n r_m).$$

and $\lambda = 2^{1-\alpha} - 1$. Through this composition law and the sum property the measure has been characterized (see [2]).
Several functional equations were instrumental in both of these characterizations, notably

\[ f(pr, qs) + f(ps, qr) = (r + s) f(p, q) + (p + q) f(r, s) \]

and

\[ f(pr, qs) + f(ps, qr) = f(p, q) f(r, s) \]

for all \( p, q, r, s \in I_1 \) and \( I \) respectively. These equations and numerous generalizations have been extensively studied when the unknown functions are defined on \( I_1 \) and \( I \) and take values on the set \( \mathbb{R} \).

One such generalization of the first equation is the following:

\[ f(pr, qs) + f(ps, qr) = g(r, s) f(p, q) + g(p, q) f(r, s) \]

for all \( p, q, r, s \in I_1 \). The general solution of this functional equation was determined in [9] (see also [10]). In order to determine the general solution, the solution of the functional equation

\[ f(pr, qs) + f(ps, qr) = 2 f(p, q) + 2 f(r, s) \]

for all \( p, q, r, s \in I_1 \) was needed. Riedel and Sahoo [10] have generalized this equation to

\[ f(pr, qs) + g(ps, qr) = h(p, q) + k(r, s) \]

for all \( p, q, r, s \in I_1 \). For more information in regards to functional equations associated with stochastic distance measures, the interested reader is referred to the book [12].

A function \( L : \mathbb{R}_+ \to \mathbb{R} \) is said to be a \textit{logarithmic} function if and only if \( L(xy) = L(x) + L(y) \) for all \( x, y \in \mathbb{R}_+ \). A function \( L : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R} \) is called \textit{bi-logarithmic} if and only if it is logarithmic in both variables, that is, \( L(xy, wz) = L(x, wz) + L(y, wz) = L(x, w) + L(x, z) + L(y, w) + L(y, z) \) for all \( x, y, z, w \in \mathbb{R}_+ \).
A function $m : \mathbb{R}_+ \to \mathbb{R}$ is said to be a multiplicative function if and only if $m(xy) = m(x)m(y)$ for all $x, y \in \mathbb{R}_+$.

In 1997, Riedel and Sahoo in [10] proved the following result on the open-closed unit interval.

**Theorem 1.1.** The functions $f, g, h, k : I_1^2 \to \mathbb{R}$ satisfy the functional equation

$$f(pr, qs) + g(ps, qr) = h(p, q) + k(r, s)$$

for all $p, q, r, s \in I_1$ if and only if

$$f(p, q) = L(p, q) + L_2(q) + \ell \left( \frac{p}{q}, \frac{p}{q} \right) + \phi(pq) - \alpha$$

$$g(p, q) = L(p, q) - L_2(q) + \ell \left( \frac{p}{q}, \frac{p}{q} \right) - \phi(pq) - \alpha$$

$$h(p, q) = 2 L(p, q) + 2 \ell \left( \frac{p}{q}, \frac{p}{q} \right) + 2 \beta - 2 \alpha$$

$$k(p, q) = 2 L_1(p) + 2 L_1(q) + L_2(q) - L_2(p) + 2 \ell \left( \frac{p}{q}, \frac{p}{q} \right) - 2 \beta,$$

where

$$L(p, q) = L_0(q) - L_0(p) + L_1(p) + L_1(q).$$

$L_0, L_1, L_2 : \mathbb{R}_+ \to \mathbb{R}$ are logarithmic, $\ell : \mathbb{R}_+^2 \to \mathbb{R}$ is bi-logarithmic, $\phi : \mathbb{R}_+ \to \mathbb{R}$ is arbitrary, and $\alpha, \beta$ are arbitrary real constants.

The open-closed unit interval, $I_1$, is a commutative unital semi-group under multiplication. The unit element 1 played a pivotal role in solving the above functional equation. In 1999, Sahoo in [11] gave a proof of Theorem 1.1 without using the unit element 1.

Far fewer generalizations of the second equation,

$$f(pr, qs) + f(ps, qr) = f(p, q) f(r, s),$$

have been studied. In 1989 Chung, Kannappan, Ng, and Sahoo (see [2] and also [12]) proved the following result on the open unit interval, $I$. The proof depends highly on the commutativity of the real number system on the open unit interval.
**THEOREM 1.2.** Suppose $f : I^2 \to \mathbb{R}$ satisfies the functional equation

$$f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)$$

for all $p, q, r, s \in I$. Then

$$f(p, q) = m_1(p) m_2(q) + m_1(q) m_2(p),$$

where $m_1, m_2 : I \to \mathbb{C}$ are multiplicative. Further, either $m_1$ and $m_2$ are both real or $m_2$ is the complex conjugate of $m_1$. The converse is also true.

In 2014, Stetkær (see [15]) studied a similar equation on a non-commutative semi-group, $S$. In the case that the semi-group is commutative, one can see that the result is similar to that of Chung, Kannappan, Ng, and Sahoo.

**THEOREM 1.3.** Let $S$ be a semi-group. Any solution $f : S \times S \to \mathbb{C}$ of the functional equation

$$f(pr, qs) + f(sp, rq) = f(p, q) f(r, s)$$

has the form

$$f(p, q) = m_1(p) m_2(q) + m_1(q) m_2(p)$$

for all $p, q, r, s \in S$, where $m_1, m_2 : S \to \mathbb{C}$ are multiplicative.

Using several previous results along with new techniques and ideas, we will to extend several of these results to an arbitrary group.

### 1.2 Notation and Terminology

Let $(G, \cdot)$ and $(H, \star)$ be arbitrary groups. Let $e$ denote the identity element of any arbitrary group. A function $\theta : G \to H$ is said to be a homomorphism from group $G$ into group $H$ if and only if $\theta(x \cdot y) = \theta(x) \star \theta(y)$ for all $x, y \in G$. A function $\psi : G \times G \to H$ is said to be a bi-homomorphism if it is a homomorphism
in each variable, that is, \( \psi(xy, wz) = \psi(x, wz) + \psi(y, wz) = \psi(x, w) + \psi(x, z) + \psi(y, w) + \psi(y, z) \) for all \( x, y, z, w \in G \). A symmetric bi-homomorphism is a function \( \psi : G \times G \rightarrow H \) that is a bi-homomorphism and satisfies \( \psi(x, y) = \psi(y, x) \) for all \( x, y \in G \).

If \( G \) is an arbitrary group, then the group operation will be denoted by \( \cdot \) and we write \( x \cdot y \) simply as \( xy \). In the case \( G \) is an abelian group, the group operation will be denoted by addition. The set of all homomorphisms from \( G \) into \( H \) will be denoted by \( \text{Hom}(G, H) \). When the groups \( G \) and \( H \) are abelian, the homomorphism \( \theta \) will be called an additive function and similarly \( \psi \) will be called a bi-additive function. When the group \( H \) is abelian, the homomorphism \( \theta \) will be called an additive homomorphism and likewise \( \psi \) will be called an additive bi-homomorphism. When the groups \( G \) and \( H \) are both arbitrary the homomorphism \( \theta \) will be called a multiplicative homomorphism and similarly \( \psi \) will be called a multiplicative bi-homomorphism.

If \( \mathbb{K} \) is a field, then the additive group of \( \mathbb{K} \) will be denoted by \( \mathbb{K} \) itself while the multiplicative group of \( \mathbb{K} \) will be denoted by \( \mathbb{K}^* \). Specifically, we will denote the field of complex numbers by \( \mathbb{C} \), and the field of non-zero complex number by \( \mathbb{C}^* \). Hence if \( \mathbb{K} \) is a field, \( \text{Hom}(G, \mathbb{K}) \) will denote the group of homomorphisms from the group \( G \) to the additive group of the field \( \mathbb{K} \), while \( \text{Hom}(G, \mathbb{K}^*) \) will denote the group of homomorphisms from the group \( G \) to the multiplicative group of the field \( \mathbb{K} \). The set of all bi-homomorphisms from \( G \times G \) into the additive group of the field \( \mathbb{K} \) will be denoted by \( \text{Bihom}(G \times G, \mathbb{K}) \), while the set of all symmetric bi-homomorphisms will be denoted by \( \text{SBihom}(G \times G, \mathbb{K}) \). It should be noted that \( \text{SBihom}(G \times G, \mathbb{K}) \subseteq \text{Bihom}(G \times G, \mathbb{K}) \).

A function \( f : G \rightarrow \mathbb{K} \) is said to be a central function if and only if \( f(xy) = f(yx) \) for all \( x, y \in G \). A central function is a function invariant under conjugation. A function \( f : G \rightarrow \mathbb{K} \) is said to be an abelian function if and only if \( f(xyz) = f(xzy) \)
for all \(x, y, z \in G\) [14]. It is easy to see that every abelian function is central while the converse is not true. An element \(f \in \text{Hom}(G, \mathbb{C}^*)\) is called a (group)character. Hence a character is a non-zero multiplicative homomorphism from group \(G\) into multiplicative group of non-zero complex numbers. For any function \(f\) we will use the following notation: \(f_x(y) = f(xy) - f(x)f(y)\) for all \(x, y \in G\).

### 1.3 Examples of Central and Abelian Functions

In this section we give an example of a central function and an abelian function.

**Example 1.1.** Consider the non-abelian group of \(2 \times 2\) invertible matrices over \(\mathbb{R}\),

\[
GL_2(\mathbb{R}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \mid a, b, c, d \in \mathbb{R}, ad - bc \neq 0 \right\}.
\]

Consider the function \(f : GL_2(\mathbb{R}) \to \mathbb{R}\) defined such that \(f(A) = ad - bc = \det(A)\) for all \(A \in GL_2(\mathbb{R})\). It is known that the following holds for all \(A, B \in GL_2(\mathbb{R})\):

\[
\det(AB) = \det(A) \det(B) = \det(B) \det(A) = \det(BA).
\]

Therefore, \(f(AB) = f(BA)\) although \(AB \neq BA\).

One can easily see that this function is also an abelian function by the properties of the real numbers and the determinant. We will now give a more complex example of an abelian function.

**Example 1.2.** Consider the symmetric permutation group of order 6, that is the group \(S_3 = \{e, (12), (13), (23), (123), (132)\}\). This group is a non-abelian group, for instance \((12)(13) = (132)\) but \((13)(12) = (123)\). It can be shown that the commutator subgroup, which is the set of elements given by \(aba^{-1}b^{-1}\) where \(a, b \in S_3\),
is the set $A_3$. The set $A_3$ consists of the identity element and the two 3-cycles, i.e. the set $S'_3 = \{aba^{-1}b^{-1} \mid a, b \in S_3\} = \{e, (123), (132)\} = A_3$.

We consider the abelianization of $S_3$, which is the quotient group $S_3/A_3 = \{aA_3 \mid a \in S_3\}$. The abelianization creates a partition of the set $S_3$. The subsets within this partition are called the cosets. We have that there are two cosets: the set of all three 2-cycles and the set with the identity and the two 3-cycles. If we define a function that is constant on the cosets, i.e. $f(xy) = f(x)$ for all $x \in S_3$ and $y \in S'_3$, then we have created an abelian function. Thus, consider the function $f : S_3 \to \mathbb{R}$ defined as follows:

$$f(x) = \begin{cases} 
  c_1 & \text{if } x \in \{(12), (13), (23)\} \\
  c_2 & \text{if } x \in \{e, (123), (132)\}
\end{cases}$$

where $c_1$ and $c_2$ are arbitrary real constants.

It is a well known that every permutation in $S_n$, for an arbitrary $n$, can be broken down into a product of 2-cycles. In terms of $S_3$ the set $\{(12), (13), (23)\}$ is the set of all odd permutations which are permutations that can be broken down into an odd number of two cycles. The set $\{e, (123), (132)\}$ is the set of all even permutations which are permutations that can be broken down into an even number of two cycles. The set of all even permutations is denoted $A_n$.

If we consider multiplying any three elements of $S_3$ then the number of two cycles that the product breaks down into will determine whether or not the product is an even or odd permutation which will determine the value of our function. Thus, if we consider three elements $x, y, z \in S_3$ the function $f$ will take the same value for any permutation of these three elements. Therefore, this function is an abelian function.

**Remark 1.1.** The previous example can be generalized for any integer $n \geq 3$. It is known that the commutator subgroup for any symmetric group is the group of
even permutations, $A_n$. The quotient group $S_n / A_n$ will always produce two cosets. Hence, you can always create a function just like the one from the previous example.

Since every central function is not necessarily abelian, it is only fitting to give an example of such a function.

**Example 1.3.** Consider the non-abelian group of $2 \times 2$ invertible matrices over $\mathbb{R}$,

$$GL_2(\mathbb{R}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \mid a, b, c, d \in \mathbb{R}, ad - bc \neq 0 \right\},$$

and the function $f : GL_2(\mathbb{R}) \to \mathbb{R}$ defined such that $f(A) = \text{trace}(A)$ for all $A \in GL_2(\mathbb{R})$, where the trace represents the sum of the elements on the main diagonal, i.e. $a + d$. It can be shown that the following holds for all $A, B \in GL_2(\mathbb{R})$:

$$\text{trace}(A B) = \text{trace}(B A).$$

Therefore, $f(A B) = f(B A)$ although $A B \neq B A$. It is not necessarily true that $\text{trace}(A B C) = \text{trace}(A C B)$ for all $A, B, C \in GL_2(\mathbb{R})$. Since $f(A B C)$ is not always equal to $f(A C B)$, we have that $f$ is central but not abelian.
CHAPTER 2
SEVERAL LINEAR FUNCTIONAL EQUATIONS ON GROUPS
 ARISING FROM STOCHASTIC DISTANCE MEASURES

2.1 Introduction: A Generalized Linear Functional Equation

The main goal of this Chapter is to find the general solution \( f, g, h, k : G \times G \rightarrow \mathbb{C} \) of the linear functional equation
\[
f(pr, qs) + g(ps, qr) = h(p, q) + k(r, s)
\] (2.1)
on an arbitrary group. Here \( G \) denotes an arbitrary group and \( \mathbb{C} \) denotes the field
of complex numbers. In order to achieve this task, we also determine the general
solution of three important functional equations, namely,
\[
f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s)
\]
\[
f(pr, qs) + f(ps, qr) = 2f(p, q) + f(r, s) + f(s, r)
\]
and
\[
f(pr, qs) - f(ps, qr) = f(r, s) - f(s, r)
\]
for all \( p, q, r, s \in G \). For the functional equation (2.1), no new solutions emerge in
this general setting. We will give several specific examples of solutions to the first
of the three equations given above.

One should note that the work within this Chapter has been accepted for
publication in the journal *Aequationes Mathematicae*, under the title “On a func-
tional equation on groups arising from the characterization of stochastic distance
measures” [5].
2.2 Some Preliminary Results

We begin with an important result concerning the symmetrized homomorphism equation due to Corovei (see [3] and also [14]).

**Theorem 2.1.** Let $G$ be a group and $\mathbb{K}$ be a field with characteristic not equal to 2. The function $f : G \rightarrow \mathbb{K}$ satisfies the functional equation

$$f(xy) + f(yx) = 2f(x) + 2f(y) \quad \forall x, y \in G$$

if and only if $f \in \text{Hom}(G, \mathbb{K})$.

First, we determine the general solution of the functional equation

$$f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s) \quad (2.2)$$

on an arbitrary group $G$ using some ideas from [2] and Theorem 2.1.

**Theorem 2.2.** The function $f : G \times G \rightarrow \mathbb{C}$ satisfies the functional equation (2.2) for all $p, q, r, s \in G$ if and only if $f$ is of the form

$$f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}), \quad (2.3)$$

where $\theta \in \text{Hom}(G, \mathbb{C})$ and $\psi \in \text{SBihom}(G \times G, \mathbb{C})$.

**Proof.** It is easy to verify that $f$ given by (2.4) is a solution of the equation (2.2). Hence, we only prove the converse. Let $r = s = e$ in (2.2). Thus,

$$f(p, q) + f(p, q) = 2f(p, q) + 2f(e, e),$$

giving us $f(e, e) = 0$. Switching $r$ and $s$ in (2.2) we find that

$$f(ps, qr) + f(pr, qs) = 2f(p, q) + 2f(s, r).$$

Subtracting this from (2.2) yields

$$f(r, s) = f(s, r).$$
for all $r, s \in G$, thus $f$ is symmetric. Now, let $q = s = e$ in (2.2). Then

$$f(pr, e) + f(p, r) = 2f(p, e) + 2f(r, e)$$

for all $p, r \in G$. Define a function $g : G \rightarrow \mathbb{C}$ such that $g(x) = f(x, e)$ for all $x \in G$. Since $f(e, e) = 0$ we have that $g(e) = 0$. Using the definition of $g$ the last equation yields

$$f(p, r) = 2g(p) + 2g(r) - g(pr).$$

(2.4)

Since $f$ is symmetric, we can see that

$$g(rp) = g(pr)$$

for all $p, r \in G$. Thus, $g$ is a central function. Now, let $s = e$ in (2.2) to obtain

$$f(pr, q) + f(p, qr) = 2f(p, q) + 2f(r, e).$$

Using the definition of $g$, the fact that $g$ is a central function, and (2.4) the previous becomes

$$2g(pr) + 2g(q) - g(prq) + 2g(p) + 2g(qr) - g(pqr)$$

$$= 4g(p) + 4g(q) - 2g(pq) + 2g(r)$$

and simplifies to

$$g(prq) - g(p) - g(pr) + g(pqr) - g(p) - g(qr)$$

$$= 2g(pr) - 2g(p) - 2g(r) + 2g(pq) - 2g(p) - 2g(q).$$

(2.5)

For a fixed $p \in G$ we define $\omega : G \rightarrow \mathbb{C}$ such that

$$\omega(r) = g(pr) - g(p) - g(r).$$

(2.6)

Thus, (2.5) becomes

$$\omega(rq) + \omega(qr) = 2\omega(r) + 2\omega(q)$$
for all $q, r \in G$. By Theorem 2.1 we have that $\omega$ is an additive homomorphism. Since $\omega$ was defined for each fixed $p$, $\omega$ can be written as $\omega(r) = 2\psi(p, r)$, where $\psi : G \times G \to \mathbb{C}$ is an additive homomorphism in the second variable. Using (2.6) we get

$$
g(pr) - g(p) - g(r) = 2\psi(p, r)$$

(2.7)

for all $p, r \in G$. Interchanging $r$ with $p$ we get

$$
g(rp) - g(r) - g(p) = 2\psi(r, p).$$

Comparing the two previous equations and using the fact that $g$ is a central function we find that $\psi$ is a symmetric function. Hence, $\psi$ is an additive homomorphism in both variables and $\psi \in \text{SBihom}(G \times G, \mathbb{C})$. Now, define $\theta : G \to \mathbb{C}$ such that

$$
\theta(p) = g(p) - \psi(p, p)
$$

for all $p \in G$. Then

$$
g(pr) = \theta(pr) + \psi(pr, pr)$$

(2.8)

for all $p, r \in G$. Since $\psi$ is a symmetric bi-homomorphism, expanding $\psi(pr, pr)$ we get

$$
\psi(pr, pr) = \psi(p, p) + \psi(r, r) + \psi(p, r) + \psi(r, p)
$$

(2.9)

Hence from (2.7), (2.9), and the symmetry of $\psi$ we get

$$
2\psi(p, r) = \theta(pr) + \psi(pr, pr) - \theta(p) - \psi(p, p) - \theta(r) - \psi(r, r)
$$

$$
= \theta(pr) + \psi(p, p) + \psi(r, r) + \psi(p, r) + \psi(r, p)
$$

$$
- \theta(p) - \psi(p, p) - \theta(r) - \psi(r, r)
$$

which simplifies to

$$
\theta(pr) = \theta(p) + \theta(r)
$$
for all $p, r \in G$. Thus, $\theta$ is an additive homomorphism. Substituting (2.8) into (2.4) and using (2.9) we find that

\[
f(p, r) = 2(\theta(p) + \psi(p, p)) + 2(\theta(r) + \psi(r, r)) - (\theta(pr) + \psi(pr, pr)) \\
= \theta(p) + \theta(r) + 2\psi(p, p) + 2\psi(r, r) - \psi(pr, pr)
\]

\[
= \theta(p) + \theta(r) + 2\psi(p, p) + 2\psi(r, r) - \psi(p, p) - \psi(r, r) - \psi(p, r) - \psi(r, p)
\]

\[
= \theta(p) + \theta(r) + \psi(p, p) + \psi(r^{-1}, r^{-1}) + \psi(p, r^{-1}) + \psi(r^{-1}, p)
\]

\[
= \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}).
\]

Hence, $f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1})$ for all $p, r \in G$ which is the asserted solution (2.4). Now the proof of the theorem is complete.

This theorem leads us to several generalizations of the equation in terms of two functions, hence the following corollaries.

**Corollary 2.1.** The functions $f, g : G \times G \to \mathbb{C}$ satisfy the functional equation

\[
f(pr, qs) + g(ps, qr) = 2f(p, q) + 2f(r, s)
\]

for all $p, q, r, s \in G$ if and only if $f$ and $g$ are of the form

\[
f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + \alpha
\]

\[
g(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + 3\alpha,
\]

where $\theta \in \text{Hom}(G, \mathbb{C})$, $\psi \in \text{SBihom}(G \times G, \mathbb{C})$, and $\alpha \in \mathbb{C}$ is an arbitrary constant.

**Proof.** Let $r = s = e$ in (2.10). Thus,

\[
f(p, q) + g(p, q) = 2f(p, q) + 2f(e, e).
\]

Let $\alpha$ be a constant in $\mathbb{C}$ such that $\alpha = f(e, e)$. The last equation then becomes

\[
g(p, q) = f(p, q) + 2\alpha
\]
for all $p, q \in G$. Substituting this back into (2.10) and rewriting we have

$$h(pr, qs) + h(ps, qr) = 2h(p, q) + 2h(r, s),$$

where $h : G \times G \to \mathbb{C}$ is defined by $h(p, q) = f(p, q) - \alpha$ for all $p, q \in G$. From Theorem 2.2 we now have the following solution:

$$h(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1})$$

for all $p, r \in G$, where $\theta : G \to \mathbb{C}$ is an additive homomorphism and $\psi : G \times G \to \mathbb{C}$ is an additive symmetric bi-homomorphism. Therefore, from the definition of $h$ we get

$$f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + \alpha$$

for all $p, r \in G$. Thus,

$$g(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + 3\alpha$$

for all $p, r \in G$.

It is easy to check that the functions $f$ and $g$ given above are indeed the solutions of the equation (2.10) and now the proof of the corollary is complete. 

**Corollary 2.2.** If $f, g : G \times G \to \mathbb{C}$ satisfy the following functional equation

$$f(pr, qs) + g(ps, qr) = 2f(p, q) + 2g(r, s) \quad (2.11)$$

for all $p, q, r, s \in G$, then $f$ and $g$ are of the form

$$f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) - \alpha$$

$$g(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + \alpha,$$

where $\theta \in \text{Hom}(G, \mathbb{C}), \psi \in \text{SBihom}(G \times G, \mathbb{C})$, and $\alpha \in \mathbb{C}$ is an arbitrary constant.

The converse of this is also true.
Proof. Let \( r = s = e \) in (2.2). Thus,

\[
f(p, q) + g(p, q) = 2f(p, q) + 2g(e, e)
\]

for all \( p, q \in G \). Let \( \alpha \) be in \( \mathbb{C} \) such that \( \alpha = g(e, e) \). The previous gives us

\[
g(p, q) = f(p, q) + 2\alpha
\]

for all \( p, q \in G \). Substituting this back into (2.11) and rewriting we have

\[
h(pr, qs) + h(ps, qr) = 2h(p, q) + 2h(r, s),
\]

where \( h : G \times G \to \mathbb{C} \) is defined by \( h(p, q) = f(p, q) + \alpha \) for all \( p, q \in G \). From Theorem 2.2 we now have the following solution of the last functional equation:

\[
h(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1})
\]

for all \( p, r \in G \), where \( \theta : G \to \mathbb{C} \) is an additive homomorphism and \( \psi : G \times G \to \mathbb{C} \) is an additive symmetric bi-homomorphism. Therefore, from the definition of \( h \)

\[
f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) - \alpha
\]

for all \( p, r \in G \). Thus,

\[
g(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + \alpha
\]

for all \( p, r \in G \).

The converse is easy to verify and hence the proof of the corollary is now complete. \( \square \)

**Corollary 2.3.** The functions \( f, g : G \times G \to \mathbb{C} \) satisfy the functional equation

\[
f(pr, qs) + f(ps, qr) = 2g(p, q) + 2g(r, s)
\]

(2.12)

for all \( p, q, r, s \in G \) if and only if \( f \) and \( g \) are of the form

\[
f(p, q) = \theta(p) + \theta(q) + \psi(pq^{-1}, pq^{-1}) + 2\alpha
\]

\[
g(p, q) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + \alpha,
\]

where \( \theta \in \text{Hom}(G, \mathbb{C}), \psi \in S\text{Bihom}(G \times G, \mathbb{C}) \), and \( \alpha \in \mathbb{C} \) is an arbitrary constant.
Proof. Let \( r = s = e \) in (2.12). We then have the following:

\[
2f(p, q) = 2g(p, q) + 2g(e, e).
\]

Let \( \alpha \in \mathbb{C} \) be a constant such that \( \alpha = g(e, e) \). Thus, we have

\[
2g(p, q) = 2f(p, q) - 2\alpha
\]

for all \( p, q \in G \). Substituting this back into (2.12) we get

\[
f(pr, qs) + f(ps, qr) = 2f(p, q) - 2\alpha + 2f(r, s) - 2\alpha
\]

for all \( p, q, r, s \in G \). Now, defining a function \( h : G \times G \to \mathbb{C} \) such that \( h(p, q) = f(p, q) - 2\alpha \) for all \( p, q \in G \), the previous equation reduces to

\[
h(pr, qs) + h(ps, qr) = 2h(p, q) + 2h(r, s)
\]

for all \( p, q, r, s \in G \). Thus by Theorem 2.2 and the fact that \( f(p, q) = h(p, q) + 2\alpha \) and \( g(p, q) = f(p, q) - \alpha \) we have the following:

\[
h(p, q) = \theta(p) + \theta(q) + \psi(pq^{-1}, pq^{-1}),
\]

\[
f(p, q) = \theta(p) + \theta(q) + \psi(pq^{-1}, pq^{-1}) + 2\alpha,
\]

\[
g(p, q) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}) + \alpha
\]

for all \( p, q \in G \), where \( \theta : G \to \mathbb{C} \) is an additive homomorphism and \( \psi : G \times G \to \mathbb{C} \) is an additive symmetric bi-homomorphism. This completes the proof.

So far we have been working with functional equations in which the more prevalent function \( f \) is symmetric. We must now consider a generalization of the functional equation (2.2) when the unknown function is not symmetric.

**Theorem 2.3.** The function \( f : G \times G \to \mathbb{C} \) satisfies the functional equation

\[
f(pr, qs) + f(ps, qr) = 2f(p, q) + f(r, s) + f(s, r)
\]

(2.13)
for all $p, q, r, s$ in $G$ if and only if $f$ is of the form

$$f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}),$$

where $\theta_1, \theta_2 \in \text{Hom}(G, \mathbb{C})$ and $\psi \in \text{SBihom}(G \times G, \mathbb{C})$.

**Proof.** The only if part of the theorem is easy to verify. Thus, we only prove the if part of the theorem. Let $s = q = e$ in (2.13). Then we have

$$f(p, r) = 2 f(p, e) + f(r, e) + f(e, r) - f(pr, e) \quad (2.14)$$

for all $p, r \in G$. Now, define two functions $g, h : G \rightarrow \mathbb{C}$ such that for all $p \in G$

$$g(p) = f(p, e) \quad \text{and} \quad h(p) = f(e, p).$$

Thus, (2.14) becomes

$$f(p, r) = 2 g(p) + g(r) + h(r) - g(pr) \quad (2.15)$$

for all $p, r \in G$. Substituting $p = r = e$ in (2.13) we get

$$f(s, q) = 2 f(e, q) + f(e, s) + f(s, e) - f(e, qs) \quad (2.16)$$

for all $q, s \in G$. Using the definitions of $g$ and $h$ (2.16) reduces to

$$f(s, q) = 2 h(q) + h(s) + g(s) - h(qs).$$

If we consider $s = p$ and $q = r$ in the previous we have

$$f(p, r) = 2 h(r) + h(p) + g(p) - h(rp) \quad (2.17)$$

for all $p, r \in G$. Comparing (2.15) and (2.17) and simplifying the resulting expression, we find that

$$h(rp) - g(pr) = h(r) + h(p) - g(p) - g(r) \quad (2.18)$$
for all \( p, r \in G \). Interchanging \( p \) and \( r \) in (2.18) yields
\[
h(pr) - g(rp) = h(p) + h(r) - g(r) - g(p). \tag{2.19}
\]
Now, adding (2.19) to (2.18) we get the following:
\[
h(rp) - g(pr) + h(pr) - g(rp) = 2h(r) + 2h(p) - 2g(p) - 2g(r)
\]
for all \( p, r \in G \). Define a function \( \theta_1 : G \to \mathbb{C} \) such that \( \theta_1(p) = h(p) - g(p) \) for all \( p \in G \), then the previous becomes
\[
\theta_1(rp) + \theta_1(pr) = 2\theta_1(p) + 2\theta_1(r)
\]
for all \( p, r \in G \). By Theorem 2.1 (see [3]) we have that \( \theta_1 \) is an additive homomorphism. Therefore,
\[
\theta_1(pr) = \theta_1(p) + \theta_1(r)
\]
and using the definition of \( \theta_1 \), we see that
\[
h(pr) - g(pr) = h(p) - g(p) + h(r) - g(r).
\]
Comparing the last equality with (2.19) we have
\[
g(pr) = g(rp)
\]
for all \( p, r \in G \). Similarly, using (2.15) we find that \( h(pr) = h(rp) \). Thus, both \( g \) and \( h \) are central functions. Now, by the way \( \theta_1 \) was defined we get
\[
h(p) = g(p) + \theta_1(p)
\]
for all \( p \in G \). Using this in (2.14) yields
\[
f(p, r) = 2g(p) + 2g(r) + \theta_1(r) - g(pr).
\]
Interchanging \( p \) with \( r \) in the last equation, we obtain
\[
f(r, p) = 2g(r) + 2g(p) + \theta_1(p) - g(rp).
\]
Now, subtracting and using the fact that $g$ is a central function we find that

$$f(p, r) - f(r, p) = \theta_1(r) - \theta_1(p)$$

for all $p, r \in G$. Using this in (2.13) we get the following:

$$f(pr, qs) + f(ps, qr) = 2 f(p, q) + 2 f(r, s) + \theta_1(r) - \theta_1(s)$$

for all $p, q, r, s \in G$. Since $\theta_1$ is an additive homomorphism we have that $2\theta_1$ is also an additive homomorphism. Thus, we can define $\theta_2 : G \to \mathbb{C}$ such that $2\theta_2(p) = \theta_1(p)$ for all $p \in G$ where $\theta_2$ is an additive homomorphism. The last expression now becomes

$$f(pr, qs) + f(ps, qr) = 2 f(p, q) + 2 f(r, s) + 2 \theta_2(r) - 2 \theta_2(s).$$

Defining a function $k : G \times G \to \mathbb{C}$ such that $k(p, q) = f(p, q) + \theta_2(p) - \theta_2(q)$ for all $p, q \in G$, the previous expression becomes

$$k(pr, qs) + k(ps, qr) = 2 k(p, q) + 2 k(r, s)$$

for all $p, q, r, s \in G$. This equation was solved in Theorem 2.2. Therefore, we have that

$$k(p, q) = \theta(p) + \theta(q) + \psi(pq^{-1}, pq^{-1})$$

for all $p, q \in G$, where $\theta : G \to \mathbb{C}$ is an additive homomorphism and $\psi : G \times G \to \mathbb{C}$ is an additive symmetric bi-homomorphism. Therefore, using the definition of $k$ we have

$$f(p, q) = \theta(p) + \theta(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}),$$

where $\theta$ and $\theta_2$ are additive homomorphisms and $\psi$ is an additive symmetric bi-homomorphism. This completes the proof of the theorem. \qed
\textbf{Corollary 2.4.} The functions $f, g : G \times G \to \mathbb{C}$ satisfy the functional equation
\[ f(pr, qs) + f(ps, qr) = 2f(p, q) + 2g(r, s) \tag{2.20} \]
for all $p, q, r, s \in G$ if and only if $f$ and $g$ are of the form
\[ f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \alpha \]
\[ g(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}), \]
where $\theta_1, \theta_2 \in \text{Hom}(G, \mathbb{C})$, $\psi \in \text{SBihom}(G \times G, \mathbb{C})$, and $\alpha \in \mathbb{C}$ is an arbitrary constant.

\textit{Proof.} It is easy to see that $f$ and $g$ as asserted in the corollary satisfy the functional equation (2.20). So, we only prove the converse. Let $p = q = e$ in (2.20). We get
\[ f(r, s) + f(s, r) = 2f(e, e) + 2g(r, s) \]
for all $r, s \in G$. Let $\alpha \in \mathbb{C}$ be a constant such that $\alpha = f(e, e)$. Then, the previous becomes
\[ 2g(r, s) = f(r, s) + f(s, r) - 2\alpha \tag{2.21} \]
for all $r, s \in G$. Substituting this into (2.20) we have the following
\[ f(pr, qs) + f(ps, qr) = 2f(p, q) + f(r, s) + f(s, r) - 2\alpha \]
for all $p, q, r, s \in G$. Defining a function $h : G \times G \to \mathbb{C}$ such that $h(p, q) = f(p, q) - \alpha$ for all $p, q \in G$, the previous equation reduces to
\[ h(pr, qs) + h(ps, qr) = 2h(p, q) + h(r, s) + h(s, r). \]
From Theorem 2.3 we obtain
\[ h(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}), \]
where \( \theta_1, \theta_2: G \to \mathbb{C} \) are additive homomorphisms and \( \psi: G \times G \to \mathbb{C} \) is an additive symmetric bi-homomorphism. Therefore, using the definition of \( h \), we have

\[
f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \alpha
\]

for all \( p, q \in G \). Now substituting this back into (2.21) and simplifying we get the following:

\[
g(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1})
\]

for all \( p, q \in G \) and the proof of the corollary is now complete.

\[\square\]

**Corollary 2.5.** If \( f, g, h: G \times G \to \mathbb{C} \) satisfy the following functional equation

\[
f(pr, qs) + f(ps, qr) = 2g(p, q) + 2h(r, s) \tag{2.22}
\]

for all \( p, q, r, s \in G \), then \( f, g \) and \( h \) are of the form

\[
f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta
\]

\[
g(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta - \alpha
\]

\[
h(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}) + \alpha,
\]

where \( \theta_1, \theta_2 \in \text{Hom}(G, \mathbb{C}) \), \( \psi \in \text{SBihom}(G \times G, \mathbb{C}) \), and \( \alpha \) and \( \beta \) are arbitrary constants in \( \mathbb{C} \). The converse is also true.

**Proof.** Let \( r = s = e \) in (2.22). Then we have the following:

\[
2f(p, q) = 2g(p, q) + 2h(e, e).
\]

Let \( \alpha \in G \) be a constant such that \( \alpha = h(e, e) \), the previous then becomes

\[
2g(p, q) = 2f(p, q) - 2\alpha \tag{2.23}
\]

for all \( p, q \in G \). Now, substituting back into (2.22) we get

\[
f(pr, qs) + f(ps, qr) = 2f(p, q) - 2\alpha + 2h(r, s).
\]
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Defining a function \( k : G \times G \to \mathbb{C} \) such that \( k(p, q) = h(p, q) - \alpha \) for all \( p, q \in G \), the previous reduces to

\[
f(pr, qs) + f(ps, qr) = 2f(p, q) + 2k(r, s)
\]

for all \( p, q, r, s \in G \). Using Corollary 2.4, we have

\[
f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta \quad (2.24)
\]

\[
k(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}) \quad (2.25)
\]

where \( \theta_1, \theta_2 : G \to \mathbb{C} \) are an additive homomorphisms, \( \psi : G \times G \to \mathbb{C} \) is an additive symmetric bi-homomorphism, and \( \beta \) is an arbitrary constant in \( \mathbb{C} \). Therefore,

\[
h(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}) + \alpha
\]

for all \( p, q \in G \). Finally, using (2.23) and (2.24) we have that

\[
g(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}) - \theta_2(p) + \theta_2(q) + \beta - \alpha
\]

for all \( p, q \in G \). The converse is easy to show and now the proof is complete. \( \square \)

**Corollary 2.6.** The functions \( f, g, h : G \times G \to \mathbb{C} \) satisfy the functional equation

\[
f(pr, qs) + g(ps, qr) = 2f(p, q) + 2h(r, s)
\]

(2.26)

for all \( p, q, r, s \) in \( G \) if and only if \( f, g \) and \( h \) are of the form

\[
f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta - \alpha
\]

\[
g(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta + \alpha
\]

\[
h(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}) + \alpha,
\]

where \( \theta_1, \theta_2 \in \text{Hom}(G, \mathbb{C}), \psi \in \text{SBihom}(G \times G, \mathbb{C}) \), and \( \alpha \) and \( \beta \) are arbitrary constants in \( \mathbb{C} \).
Proof. Since the only if part is easy to verify, we prove only the if part of the corollary. Let \( r = s = e \) in (2.26). Thus,

\[
f(p, q) + g(p, q) = 2 f(p, q) + 2 h(e, e).
\]

Let \( \alpha \) be in \( \mathbb{C} \) such that \( \alpha = h(e, e) \). Thus, the previous becomes

\[
g(p, q) = f(p, q) + 2 \alpha
\]

for all \( p, q \in G \). Substituting this back into (2.26) we have that

\[
f(pr, qs) + f(ps, qr) + 2 \alpha = 2 f(p, q) + 2 h(r, s)
\]

for all \( p, q, r, s \in G \). Thus, defining two functions \( f_1, h_1 : G \times G \to \mathbb{C} \) such that \( f_1(p, q) = f(p, q) + \alpha \) and \( h_1(p, q) = h(p, q) - \alpha \) for all \( p, q \in G \) the previous equation reduces to the following:

\[
f_1(pr, qs) + f_1(ps, qr) = 2 f_1(p, q) + 2 h_1(r, s)
\]

for all \( p, q, r, s \in G \). This is equation (2.20), which we have previously solved in Corollary 2.4. Hence, we have the following:

\[
f_1(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta
\]

\[
h_1(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}),
\]

where \( \theta_1, \theta_2 : G \to \mathbb{C} \) are additive homomorphisms, \( \psi : G \to \mathbb{C} \) is an additive symmetric bi-homomorphism, and \( \beta \) is an arbitrary constant in \( \mathbb{C} \). Therefore, using the definitions of \( f_1 \) and \( h_1 \) we obtain

\[
f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta - \alpha
\]

\[
h(p, q) = \theta_1(p) + \theta_1(q) + \psi(pq^{-1}, pq^{-1}) + \alpha
\]

for all \( p, q, r, s \in G \). Now, by (2.27), we get the form of \( g \) as

\[
g(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1}) + \beta + \alpha
\]

for all \( p, q, r, s \in G \). This completes the proof. \( \square \)
The next two lemmas along with Theorem 2.3 will be essential when we make the generalization of the functional equation (2.2) involving one unknown function to four different unknown functions.

**Lemma 2.1.** Let \( \phi : G \to \mathbb{C} \) be an arbitrary function. Then the following two conditions are equivalent:

1. \( \phi \) is an abelian function;
2. \( \phi \) is a central function and \( \phi(prqs) = \phi(qrps) \) for all \( p,q,r,s \in G \).

*Proof.* First we show (1) implies (2). Let \( \phi \) be an abelian function. Then for all \( p,r,s \in G \) we have that \( \phi(prs) = \phi(psr) \), equivalently \( \phi(prs) = \phi(rps) \). Let \( p = e \) in the first of the previous two equations. Then \( \phi(rs) = \phi(sr) \) for all \( r,s \in G \) and hence \( \phi \) is a central function. Consider \( \phi(prqs) \), then using the fact that \( \phi \) is central and abelian, we have the following:

\[
\phi(prqs) = \phi(p(rq)s) = \phi(ps(rq)) = \phi((ps)qr) = \phi((ps)(qr)) = \phi(qrps)
\]

for all \( p,q,r,s \in G \). This shows that (1) implies (2).

The implication (2) implies (1) is obvious and the proof is now complete. \( \square \)

**Lemma 2.2.** The function \( f : G \times G \to \mathbb{C} \) satisfies the functional equation

\[
f(pr,qs) - f(ps,qr) = f(r,s) - f(s,r)
\]

for all \( p, q, r, s \in G \) if and only if \( f \) is of the form

\[
f(p,r) = \theta(p) - \theta(r) + \phi(pr)
\]

for all \( p, r \in G \), where \( \theta \in \text{Hom}(G, \mathbb{C}) \) and \( \phi : G \to \mathbb{C} \) is an arbitrary abelian function.
Proof. We begin by interchanging \( p \) and \( q \) in (2.28). Thus, we have

\[ f(qr, ps) - f(qs, pr) = f(r, s) - f(s, r). \]  

Subtracting (2.29) from (2.28) we obtain

\[ f(pr, qs) + f(qs, pr) = f(qr, ps) + f(ps, qr) \]

for all \( p, q, r, s \in G \). Defining a function \( g : G \times G \to \mathbb{C} \) such that \( g(pr, qs) = f(pr, qs) + f(qs, pr) \) the previous equation reduces to

\[ g(pr, qs) = g(qr, ps) \]

for all \( p, q, r, s \in G \). Letting \( r = s = e \) in the previous, we find that \( g \) is a symmetric function. Letting \( q = s = e \) in the previous equation and using the fact that \( g \) is symmetric we find that \( g(pr, e) = g(r, p) = g(p, r) = g(rp, e) \) for all \( p, r \in G \). Defining a function \( \phi : G \to \mathbb{C} \) such that \( \phi(pr) = g(pr, e) \) for all \( p, r \in G \) we have that \( \phi(pr) = \phi(rp) \). Thus, \( \phi \) is an arbitrary central function such that \( \phi(prqs) = \phi(qrps) \) for all \( p, q, r, s \in G \). Applying our previous lemma we have that \( \phi \) is an abelian function. Since \( \phi \) is an arbitrary abelian function, \( 2\phi \) is also an arbitrary abelian function. Thus, by the way \( g \) was defined

\[ 2\phi(pr) = f(p, r) + f(r, p) \]  

(2.30)

for all \( p, r \in G \). Now, adding (2.29) and (2.28) we get the following:

\[ f(pr, qs) - f(ps, qr) + f(qr, ps) - f(qs, pr) = 2f(r, s) - 2f(s, r) \]

for all \( p, r, q, s \in G \). Defining a function \( h : G \times G \to \mathbb{C} \) such that \( 2h(pr, qs) = f(pr, qs) - f(qs, pr) \), the previous becomes

\[ 2h(pr, qs) + 2h(qr, ps) = 4h(r, s) \]  

(2.31)

for all \( p, q, r, s \in G \). Letting \( r = s = e \) in the definition of \( h \) we have that

\[ 2h(p, q) = f(p, q) - f(q, p) \]
for all \( p, q \in G \). Interchanging \( p \) and \( q \) in the previous and adding we find

\[
2h(p, q) + 2h(q, p) = 0.
\]

Therefore, \( h \) is an anti-symmetric function. Now, letting \( q = s = e \) in (2.31) yields

\[
2h(pr, e) + 2h(r, p) = 4h(r, e).
\]

Define a function \( k : G \times G \to \mathbb{C} \) such that \( k(p) = h(p, e) \) for all \( p \in G \). Thus,

\[
2h(r, p) = 4k(r) - 2k(pr).
\]

Switching \( p \) and \( r \) and adding the two equations together yields

\[
2h(r, p) + 2h(p, r) = 4k(r) - 2k(pr) + 4k(p) - 2k(rp).
\]

Since \( h \) is an anti-symmetric function, the previous reduces to

\[
k(pr) + k(rp) = 2k(p) + 2k(r)
\]

for all \( p, r \in G \). Therefore, from Theorem 2.1 we obtain \( k \) is an additive homomorphism. Using the definitions of \( k \) and \( h \), we obtain

\[
f(p, r) - f(r, p) = 4k(p) - 2k(rp)
\]

for all \( p, r \in G \). Adding the last equation to (2.30) we find that

\[
f(p, r) = k(p) - k(r) + \phi(pr)
\]

for all \( p, r \in G \). Renaming \( k \) as \( \theta \) we have the asserted solution. \( \Box \)

### 2.3 The Solution of the Generalized Linear Functional

We are now ready to prove the main result of this chapter.
**THEOREM 2.4.** The functions \( f, g, h, k : G \times G \to \mathbb{C} \) satisfy the functional equation

\[
f(pr, qs) + g(ps, qr) = h(p, q) + k(r, s) \tag{2.32}
\]

for all \( p, q, r, s \) in \( G \) if and only if \( f, g, h \) and \( k \) are of the form

\[
\begin{align*}
f(p, q) &= \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q), \\
g(p, q) &= \theta_1(p) + \psi(pq^{-1}, pq^{-1}) - \theta_3(p) + \phi(pq) + \theta_3(q) + \phi(pq) + \alpha + \beta, \\
h(p, q) &= 2 \theta_1(p) + 2 \psi(pq^{-1}, pq^{-1}) + 2 \beta, \\
k(p, q) &= 2 \theta_1(p) + 2 \theta_1(q) + 2 \theta_3(p) + 2 \theta_3(q) + 2 \psi(pq^{-1}, pq^{-1}) + 2 \alpha,
\end{align*}
\]

where

\[
\theta(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q),
\]

\( \theta_1, \theta_2, \theta_3 \in \text{Hom}(G, \mathbb{C}), \psi \in \text{SBihom}(G \times G, \mathbb{C}), \phi : G \to \mathbb{C} \) is an arbitrary abelian function, and \( \alpha \) and \( \beta \) are arbitrary constants in \( \mathbb{C} \).

**Proof.** The only if part is easy to show. So we only prove the if part of the theorem.

Let \( r = s = e \) in (2.32). Thus,

\[
f(p, q) + g(p, q) = h(p, q) + k(e, e).
\]

Let \( \alpha \) be in \( \mathbb{C} \) such that \( \alpha = k(e, e) \). The previous becomes

\[
h(p, q) = f(p, q) + g(p, q) - \alpha \tag{2.33}
\]

for all \( p, q \in G \). Now, let \( p = q = e \) in (2.32). Thus,

\[
f(r, s) + g(s, r) = h(e, e) + k(r, s).
\]

Let \( \beta \) be in \( \mathbb{C} \) such that \( \beta = h(e, e) \). The previous becomes

\[
k(r, s) = f(r, s) + g(s, r) - \beta \tag{2.34}
\]
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for all \( r, s \in G \). Substituting (2.33) and (2.34) into (2.32) we have

\[
f(pr, qs) + g(ps, qr) = f(p, q) + g(p, q) + f(r, s) + g(s, r) - \alpha - \beta \tag{2.35}
\]

for all \( p, q, r, s \in G \). Now, interchanging \( r \) with \( s \) in (2.35) and adding the resulting equation to (2.35), we get

\[
(f + g)(pr, qs) + (f + g)(ps, qr) = 2 (f + g)(p, q) + (f + g)(r, s) + (f + g)(s, r) - 2 \alpha - 2 \beta.
\]

Defining a function \( \ell : G \times G \to \mathbb{C} \) such that \( \ell(p, q) = f(p, q) + g(p, q) - \alpha - \beta \) the previous reduces to the following:

\[
\ell(pr, qs) + \ell(ps, qr) = 2 \ell(p, q) + \ell(r, s) + \ell(s, r)
\]

for all \( p, q, r, s \in G \). Using Theorem 2.3 we obtain \( \ell \) as

\[
\ell(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1})
\]

where \( \theta_1, \theta_2 : G \to \mathbb{C} \) are additive homomorphisms and \( \psi : G \times G \to \mathbb{C} \) is an additive symmetric bi-homomorphism. Since \( \theta_1 \) and \( \theta_2 \) are additive homomorphisms we have that \( 2 \theta_1 \) and \( 2 \theta_2 \) are also additive homomorphisms. Similarly, \( 2 \psi \) is also an additive symmetric bi-homomorphism. Therefore,

\[
\ell(p, q) = 2 \theta_1(p) + 2 \theta_1(q) - 2 \theta_2(p) + 2 \theta_2(q) + 2 \psi(pq^{-1}, pq^{-1})
\]

and hence

\[
f(p, q) + g(p, q) = 2 \theta_1(p) + 2 \theta_1(q) - 2 \theta_2(p) + 2 \theta_2(q)
\]

\[
+ 2 \psi(pq^{-1}, pq^{-1}) + \alpha + \beta \tag{2.36}
\]

for all \( p, q \in G \).

Now, interchanging \( s \) and \( r \) in (2.35) we have the following:

\[
f(ps, qr) + g(pr, qs) = f(p, q) + g(p, q) + f(s, r) + g(r, s) - \alpha - \beta.
\]
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Subtracting this from (2.35) yields

\[(f - g)(pr, qs) - (f - g)(ps, qr) = (f - g)(r, s) - (f - g)(s, r)\]

for all \(p, q, r, s \in G\). Defining a function \(m : G \times G \to \mathbb{C}\) such that \(m(p, q) = f(p, q) - g(p, q)\) for all \(p, q \in G\) the previous reduces to

\[m(pr, qs) - m(ps, qr) = m(r, s) - m(s, r)\]

for all \(p, q, r, s \in G\). From Lemma 2.2 we know that

\[m(p, q) = \theta_3(p) - \theta_3(q) + \phi(pq)\]

for all \(p, q \in G\) where \(\theta_3 : G \times G \to \mathbb{C}\) is an additive homomorphism and \(\phi : G \times G \to \mathbb{C}\) is an arbitrary abelian function. Since \(\theta_3\) is an additive homomorphism and \(\phi\) is an arbitrary abelian function we have that \(2\theta_3\) is also additive and \(2\phi\) is an arbitrary abelian function. Therefore,

\[f(p, q) - g(p, q) = 2\theta_3(p) - 2\theta_3(q) + 2\phi(pq).\] \hspace{1cm} (2.37)

Since \(\alpha\) and \(\beta\) are constants in \(\mathbb{C}\), \(\frac{1}{2}\alpha\) and \(\frac{1}{2}\beta\) are also constants, say \(\delta\) and \(\gamma\) respectively. Now, adding (2.36) and (2.37) we have the following:

\[f(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1})\]

\[+ \theta_3(p) - \theta_3(q) + \phi(pq) + \delta + \gamma\]

for all \(p, q \in G\). Now, subtracting (2.37) from (2.36) we have the following:

\[g(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1})\]

\[- \theta_3(p) + \theta_3(q) - \phi(pq) + \delta + \gamma\]

for all \(p, q \in G\). Since we have found both \(f\) and \(g\) we can now find \(h\) and \(k\). Substituting (2.36) into (2.33) yields

\[h(p, q) = 2\theta_1(p) + 2\theta_1(q) - 2\theta_2(p) + 2\theta_2(q) + 2\psi(pq^{-1}, pq^{-1}) + 2\gamma\]
for all \( p, q \in G \). Substituting \( f \) and \( g \) in (2.34) and using the fact that \( \psi(pq^{-1}, pq^{-1}) = \psi(qp^{-1}, qp^{-1}) \) we get

\[
k(p, q) = \theta_1(p) + \theta_1(q) - \theta_2(p) + \theta_2(q) + \psi(pq^{-1}, pq^{-1})
\]

\[
+ \theta_3(p) - \theta_3(q) + \phi(pq) + \delta + \gamma
\]

\[
+ \theta_1(q) + \theta_1(p) - \theta_2(q) + \theta_2(p) + \psi(qp^{-1}, qp^{-1})
\]

\[
- \theta_3(q) + \theta_3(p) - \phi(qp) + \delta + \gamma - 2\gamma
\]

\[
= 2\theta_1(p) + 2\theta_1(q) + 2\theta_3(p) - 2\theta_3(q) + 2\psi(pq^{-1}, pq^{-1}) + 2\delta
\]

for all \( p, q \in G \). Hence, the proof is complete. \(\square\)

**REMARK 2.1.** The field of complex numbers has two binary operations, addition and multiplication. The previous proofs given in this chapter rely solely on the additivity of the complex numbers. The additivity alone gives us an abelian group under addition. Hence, the field of complex numbers can be replaced by the group of complex numbers under addition.

### 2.4 Several Examples Related to the Linear Functional Equation

We have shown that \( f : G \times G \rightarrow \mathbb{C} \) is a solution of the functional equation

\[
f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s)
\]

for all \( p, q, r, s \in G \) if and only if \( f \) is of the form

\[
f(p, r) = \theta(p) + \theta(r) + \psi(pr^{-1}, pr^{-1}),
\]

where \( \theta \in \text{Hom}(G, \mathbb{C}) \) and \( \psi \in \text{SBihom}(G \times G, \mathbb{C}) \). When \( G \) is an abelian group the above functional equation can be written as follows:

\[
f(p + r, q + s) + f(p + s, q + r) = 2f(p, q) + 2f(r, s).
\]
In this section, we will present several examples of functions that satisfy the previous functional equation. We begin with examples in which the domain is an abelian group.

Let \((\mathbb{R}, +)\) denote the group of real numbers under addition and \((\mathbb{C}, +)\) the group of complex numbers under addition. Let \(p\) be a complex number, then \(\overline{p}\) represents the complex conjugate of \(p\).

**Example 2.1.** Let \(\theta : (\mathbb{R}, +) \to (\mathbb{C}, +)\) be a continuous additive function. Therefore, \(\theta \in \text{Hom}((\mathbb{R}, +), (\mathbb{C}, +))\). From [13] we have that \(\theta(p) = ap\) for all \(p \in (\mathbb{R}, +)\), where \(a\) is an arbitrary complex constant.

Let \(\psi : (\mathbb{R}, +) \times (\mathbb{R}, +) \to (\mathbb{C}, +)\) be a continuous bi-additive function. Thus, from [13] we have that \(\psi(p, q) = bpq\) for all \(p, q \in (\mathbb{R}, +)\), where \(b\) is an arbitrary complex constant. By the commutativity of the real numbers we have that \(\psi(p, q) = bpq = bqp = \psi(q, p)\) and hence \(\psi \in \text{SBihom}((\mathbb{R}, +) \times (\mathbb{R}, +), (\mathbb{C}, +))\).

Therefore,
\[
    f(p, q) = \theta(p) + \theta(q) + \psi(p - q, p - q)
    = ap + aq + b(p - q)(p - q)
\]
where \(a\) and \(b\) are arbitrary complex constants is a solution of the given functional equation for all \(p, q, r, s \in (\mathbb{R}, +)\).

**Example 2.2.** Let \(\theta : (\mathbb{C}, +) \to \mathbb{C}\) be a continuous additive function. Therefore, \(\theta \in \text{Hom}((\mathbb{C}, +), \mathbb{C})\). It is known, from [13], that \(\theta(p) = a_1p + a_2\overline{p}\) for all \(p \in (\mathbb{C}, +)\), where \(a_1\) and \(a_2\) are arbitrary complex constants.

Let \(\psi : (\mathbb{C}, +) \times (\mathbb{C}, +) \to \mathbb{C}\) be a continuous bi-additive function. From [13] we get that \(\psi(p, q) = b(p + \overline{p})(q + \overline{q})\) for all \(p, q \in (\mathbb{C}, +)\), where \(b\) is an arbitrary complex constant. By the commutativity of the complex numbers we have that \(\psi(p, q) = b(p + \overline{p})(q + \overline{q}) = b(q + \overline{q})(p + \overline{p}) = \psi(q, p)\) and hence \(\psi \in \text{SBihom}((\mathbb{C}, +) \times (\mathbb{C}, +), \mathbb{C})\).
It can be shown that

\[ f(p, q) = \theta(p) + \theta(q) + \psi(p - q, p - q) \]

\[ = a_1 p + a_2 \bar{p} + a_1 q + a_2 \bar{q} + b (p - q + \bar{p} - \bar{q}) (p - q + \bar{p} - \bar{q}) \]

where \( a_1, a_2, \) and \( b \) are arbitrary complex constants is a solution of the given functional equation for all \( p, q, r, s \).

Lastly, we will consider an example in which the domain is a non-commutative group. In this case, the functional equation with multiplicative notation is used,

\[ f(pr, qs) + f(ps, qr) = 2 f(p, q) + 2 f(r, s). \]

**Example 2.3.** Consider the group of two-by-two invertible matrices over the reals,

\[ GL_2(\mathbb{R}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} \mid a, b, c, d \in \mathbb{R}, ad - bc \neq 0 \right\} \]

Let \( \theta : G \to \mathbb{C} \) be a function such that \( \theta(P) = \log(|\det(P)|) \) for all \( P \in GL_2(\mathbb{R}) \).

Then we have for all \( P, Q \in GL_2(\mathbb{R}) \)

\[ \theta(PQ) = \log(|\det(PQ)|) = \log(|\det(P) \cdot \det(Q)|) = \log(|\det(P)| \cdot |\det(Q)|) \]

\[ = \log(|\det(P)|) + \log(|\det(Q)|) = \theta(P) + \theta(Q). \]

Therefore, \( \theta \in \text{Hom}(GL_2(\mathbb{R}), \mathbb{C}) \). Define \( \psi : GL_2(\mathbb{R}) \times GL_2(\mathbb{R}) \to \mathbb{C} \) such that

\[ \psi(P, Q) = \log(|\det(P)|) \cdot \log(|\det(Q)|) \] for all \( P, Q \in GL_2(\mathbb{R}) \). Thus for all
\( P, R, Q, S \in GL_2(\mathbb{R}) \) the following holds:

\[
\psi(PR, QS) = \log(|\det(PR)|| \cdot \log(|\det(QS)|)
\]

\[
= \log(|\det(P) \cdot \det(R)|| \cdot \log(|\det(Q) \cdot \det(S)|)
\]

\[
= \log(|\det(P)|| \cdot |\det(R)|| \cdot \log(|\det(Q)|| \cdot |\det(S)||)
\]

\[
= (\log(|\det(P)||) + \log(|\det(R)||)) \cdot (\log(|\det(Q)||) + \log(|\det(S)||))
\]

\[
= \log(|\det(P)|| \cdot \log(|\det(Q)||) + \log(|\det(P)||) \cdot \log(|\det(S)||)
\]

\[
+ \log(|\det(R)|| \cdot \log(|\det(Q)||) + \log(|\det(R)||) \cdot \log(|\det(S)||)
\]

\[
= \psi(P, Q) + \psi(P, S) + \psi(R, Q) + \psi(R, S).
\]

Therefore, \( \psi \) is a bi-homomorphism and

\[
\psi(P, Q) = \log(|\det(P)||) \cdot \log(|\det(Q)||)
\]

\[
= \log(|\det(Q)||) \cdot \log(|\det(P)||)
\]

\[
= \psi(Q, P)
\]

for all \( P, Q \in GL_2(\mathbb{R}) \). Hence, \( \psi \in SBihom(GL_2(\mathbb{R}) \times GL_2(\mathbb{R}), \mathbb{C}) \). We have that

\[
f(P, R) = \theta(P) + \theta(R) + \psi(PR^{-1}, PR^{-1})
\]

\[
= \log(|\det(P)||) + \log(|\det(R)||) + \log(|\det(P)||) \cdot \log(|\det(R)||)
\]

for all \( P, R \in GL_2(\mathbb{R}) \) is a solution of the given functional equation.
CHAPTER 3
A NON-LINEAR FUNCTIONAL EQUATION ON GROUPS
ARISING FROM STOCHASTIC DISTANCE MEASURES

3.1 Introduction: A Non-Linear Functional Equation

The main goal of this Chapter is to determine the structure of the general solution \( f : G \times G \rightarrow \mathbb{C} \) of the non-linear functional equation

\[
  f(pr, qs) + f(ps, qr) = f(p, q) f(r, s)
\]  

(3.1)

on arbitrary groups. If \( f \) is an abelian function, then the solution of (3.1) is of the form \( f(p, r) = m_1(p)m_2(r) + m_1(r)m_2(p) \), where \( m_1 \) and \( m_2 \) are two characters (not necessarily distinct) on \( G \). In the case that there are no restrictions on \( f \), whether or not there is a \( c \) in the center of \( G \) such that \( 2f(c^2, e) = f(c, e)^2 \) gives us a different picture for the structure of the solution. Specifically, we prove the following: if such a \( c \) exists, then \( f(p, r) = m_1(p)m_2(r) + m_1(r)m_2(p) \) for two distinct characters \( m_1, m_2 \) on \( G \).

One should note that the work within this Chapter has been submitted for possible publication in the journal Mathematicae Debrecen [4].

3.2 Previous Results on A Related Functional Equation

We will need the solution of the symmetrized sine functional equation

\[
  f(xy) + f(yx) = 2 f(x) g(y) + 2 f(y) g(x)
\]  

(3.2)
on an arbitrary group. Recently, this equation was studied in [16] by Yang when $f$ and $g$ were defined on an arbitrary group $G$ and took values on the field of complex numbers $\mathbb{C}$. The following two theorems due to Yang (see [16]) will be very useful in proving our result. Recall that for any function $f$ we will use the following notation: $f_{x}(y) = f(xy) - f(x)f(y)$ for all $x, y \in G$.

**Theorem 3.1.** Let $G$ be a group. Let $f, g : G \to \mathbb{C}$ be solutions of the functional equation (3.2) for all $x, y \in G$. Further, suppose that $g$ is abelian. Then either

(i) $g = \pi$, a character on $G$; or

(ii) $g = \frac{\phi(x) + \psi(x)}{2}$ for two distinct characters $\phi, \psi$ on $G$.

**Theorem 3.2.** Let $G$ be a group. Let $f, g : G \to \mathbb{C}$ be solutions of the functional equation (3.2) for all $x, y \in G$.

(i) If $f_{c}(c) = 0$ with $c \in Z(G)$, then

$$f_{c}(x) = 0 \quad \text{for all } x \in G.$$  

(ii) If there is a $c \in Z(G)$ such that $f_{c}(c) \neq 0$, then there are $0 \neq \lambda \in \mathbb{C}$ and two distinct characters $\phi, \psi : G \to \mathbb{C}^{\ast}$ such that

$$f(x) = \lambda(\phi(x) - \psi(x)) \quad \text{and} \quad g(x) = \frac{\phi(x) + \psi(x)}{2} \quad \forall x \in G.$$  

### 3.3 A Structure Theorem

In this section, we first consider the solution of (3.1) on an arbitrary group $G$ when $f$ is an abelian function. Then, using Theorem 3.2 and some ideas from [2] and [1], we determine the structure of the general solution on an arbitrary group $G$.  
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\textbf{Theorem 3.3.} Let $G$ be a group. Let $f : G \times G \to \mathbb{C}$ be a non-zero abelian function that is a solution of the functional equation (3.1) for all $p,q,r,s \in G$. Then

$$f(p,r) = m_1(p)m_2(r) + m_2(p)m_1(r)$$

(3.3)

for all $p,r \in G$, where $m_1, m_2 : G \to \mathbb{C}^\ast$ are characters.

\textit{Proof.} Let $r = s = e$ in (3.1), we have

$$f(p,q)(2 - f(e,e)) = 0$$

for all $p,q \in G$. Since $f \not\equiv 0$ we see that $f(e,e) = 2$. Now, $q = s = e$ in (3.1) yields

$$f(pr,e) + f(p,r) = f(p,e)f(r,e)$$

(3.4)

for all $p,r \in G$. Define a function $g : G \to \mathbb{C}$ such that $g(x) = f(x,e)$. By definition, $f$ abelian implies $g$ is abelian and hence central. Using the definition of $g$, equation (3.4) becomes

$$f(p,r) = g(p)g(r) - g(pr).$$

(3.5)

One can see that $g$ being a central function implies $f$ is symmetric. Since $f \not\equiv 0$, we see that $g$ is not a character. Letting $s = e$ in (3.1) we find that

$$f(pr,q) + f(p,qr) = f(p,q)g(r)$$

for all $p,q,r \in G$. Now, using (3.5) in the last equality yields:

$$g(pr)g(q) - g(prq) + g(p)g(qr) - g(pqr) = (g(p)g(q) - g(pq))g(r).$$

(3.6)

Since $g$ is abelian (3.6) becomes

$$g(pr)g(q) - 2g(pqr) = g(p)g(q)g(r) - g(p)g(qr) - g(pq)g(r)$$

(3.7)

for all $p,q,r \in G$. Fix $q \in G$ and define a function $\ell : G \to \mathbb{C}$ such that $\ell(p) = g(p)g(q) - 2g(pq)$ for all $p \in G$. Using the definition of $\ell$, the previous equality now reduces to

$$\ell(pr) = \ell(p)\frac{g(r)}{2} + \ell(r)\frac{g(p)}{2}.$$
for all $p, r \in G$. Since $g$ is abelian we have that $\ell$ is central, therefore

$$\ell(pr) + \ell(rp) = \ell(p)g(r) + \ell(r)g(p)$$

for all $p, r \in G$. Thus from Theorem 3.1 (also from [1] or [6]) we have that $g(p) = 2m(p)$ where $m$ is a character on $G$ or $g(p) = m_1(p) + m_2(p)$ for two distinct characters $m_1, m_2$ on $G$. If $g(p) = 2m(p)$ then by (3.5) we have that

$$f(p, r) = 2m(pr)$$

(3.8)

for all $p, r \in G$. Hence $f$ in (3.8) is of the form (3.3) with $m_1 = m_2 = m$. If $g(p) = m_1(p) + m_2(p)$, then substituting back into (3.5) we see that

$$f(p, r) = (m_1(p) + m_2(p)) (m_1(r) + m_2(r)) - (m_1(pr) + m_2(pr))$$

$$= m_1(p)m_2(r) + m_2(p)m_1(r)$$

for all $p, r \in G$, which gives us (3.3). \hfill \Box

Now, we will consider when there are no restrictions on the function $f$.

**Theorem 3.4.** Let $G$ be a group and $e$ be the identity element of $G$. Let $f : G \times G \to \mathbb{C}$ be a non-zero solution of the functional equation (3.1) for all $p, q, r, s \in G$, then one of the following holds:

(i) if there is a $c \in Z(G)$ such that $2f(c^2, e) \neq f(c, e)^2$, then there are two distinct characters $m_1, m_2$ on $G$ such that

$$f(p, r) = m_1(p)m_2(r) + m_2(p)m_1(r),$$

(3.9)

for all $p, r \in G$;

(ii) if $2f(c^2, e) = f(c, e)^2$ with $c \in Z(G)$, then

$$2f(c, x) = f(c, e)f(x, e)$$

(3.10)

for all $x \in G$. 
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Proof. Let \( r = s = e \) in (3.1), we have
\[
  f(p, q)(2 - f(e, e)) = 0
\]
for all \( p, q \in G \). Since \( f \neq 0 \) we see that \( f(e, e) = 2 \). Let \( p = q = e \) in (3.1), then using the fact that \( f(e, e) = 2 \) we get the following for all \( r, s \in G \)
\[
f(r, s) + f(s, r) = f(e, e)f(r, s) = 2f(r, s).
\]
Therefore, \( f \) is symmetric. Now, \( q = s = e \) in (3.1) yields
\[
f(pr, e) + f(p, r) = f(p, e) f(r, e)
\]
for all \( p, r \in G \). Define a function \( g : G \to \mathbb{C} \) such that \( g(x) = f(x, e) \). Therefore, \( g(e) = 2 \) and the equation (3.11) becomes
\[
f(p, r) = g(p) g(r) - g(pr).
\]
One can see that since \( f \) is symmetric, \( g \) is a central function. Since \( f \neq 0 \), we see that \( g \) is not a character. Letting \( s = e \) in (3.1) we find that
\[
f(pr, q) + f(p, qr) = f(p, q) g(r)
\]
for all \( p, q, r \in G \). Now, using (3.12) in the last equality yields:
\[
g(pr) g(q) - g(prq) + g(p) g(qr) - g(pqr) = (g(p) g(q) - g(pq)) g(r)
\]
\[
g(p) g(qr) - g(prq) - g(pqr) = g(p) g(q) g(r) - g(pq) g(r) - g(pr) g(q).
\]
Multiplying the last equation by 2 and rewriting we find that
\[
g(p) g(qr) - 2g(pqr) + g(p) g(qr) - 2g(prq)
\]
\[
= (g(p) g(q) - 2g(pq)) g(r) + (g(p) g(r) - 2g(pr)) g(q)
\]
for all \( p, q, r \in G \). Now, fix \( p \in G \) and define a function \( h : G \to \mathbb{C} \) as follows:
\[
h(r) = g(p) g(r) - 2g(pr)
\]
for all \( r \in G \). Hence by (3.14) and the fact that \( g \) is central, the equation (3.13) reduces to
\[
 h(qr) + h(rq) = 2 h(q) \frac{g(r)}{2} + 2 h(r) \frac{g(q)}{2}.
\]
Defining a function \( k : G \to \mathbb{C} \) such that \( k(r) = \frac{g(r)}{2} \) for all \( r \in G \), the previous equation becomes
\[
 h(qr) + h(rq) = 2 h(q) k(r) + 2 h(r) k(q)
\]
for all \( q, r \in G \), which is equation (3.2). Thus, we can apply Theorem 3.2. Using the definitions of \( h \) and \( k \) we have that for \( c \in Z(G) \)
\[
k_c(c) = k(c^2) - k(c)^2 = \frac{g(c^2)}{2} - \left( \frac{g(c)}{2} \right)^2 = \frac{f(c^2, e)}{2} - \frac{f(c, e)^2}{4}.
\]
Hence, \( k_c(c) = 0 \) if and only if
\[
2 f(c^2, e) = f(c, e)^2 \tag{3.15}
\]
for some \( c \in Z(G) \).

If there is a \( c \in Z(G) \) such that \( 2 f(c^2, e) \neq f(c, e)^2 \) (that is \( k_c(c) \neq 0 \)), then there are two distinct characters \( m_1, m_2 : G \to \mathbb{C}^* \) and \( 0 \neq \lambda \in \mathbb{C} \) such that
\[
k(x) = \frac{m_1(x) + m_2(x)}{2} \quad \text{and} \quad h(x) = \lambda (m_1(x) - m_2(x))
\]
for all \( x \in G \). Hence, by the definitions of \( k \) and \( g \) we have the following:
\[
g(x) = m_1(x) + m_2(x)
\]
for all \( x \in G \). Now, using the previous equation in (3.12) yields
\[
f(p, r) = (m_1(p) + m_2(p))(m_1(r) + m_2(r)) - (m_1(pr) + m_2(pr))
\]
\[
= m_1(p) m_2(r) + m_2(p) m_1(r)
\]
for all \( p, r, G \), which is (3.9) and thus case (i) is complete.
From Theorem 3.2 we know that if \( k_c(c) = 0 \) with \( c \in Z(G) \), then \( k_c = 0 \). Since \( k_c = 0 \), i.e. \( k_c(x) = 0 \) for all \( x \in G \) and \( c \in Z(G) \), we have the following:

\[
k(cx) - k(c)k(x) = 0,
\]

which implies

\[
2g(cx) = g(c)g(x)
\]

(3.16)

and from the definition of \( g \)

\[
2f(cx,e) = f(c,e)f(x,e).
\]

(3.17)

Using (3.12) and (3.16) we have the following:

\[
f(x,c) = g(x)g(c) - g(xc) = g(xc) = f(xc,e)
\]

for all \( x \in G \) and \( c \in Z(G) \). Now, using (3.17), the fact that \( c \in Z(G) \), and the previous equality we get that

\[
2f(c,x) = f(c,e)f(x,e)
\]

(3.18)

for all \( x \in G \) and \( c \in Z(G) \), which is (3.10). Hence, case (ii) of the theorem is now complete. This finishes the proof of the theorem.

**Remark 3.1.** If \( Z(G) = \{e\} \), then \( c = e \). A group in which \( Z(G) = \{e\} \) is referred to as a centerless group. Since \( f(e,e) = 2 \), (3.15) and (3.18) hold. Therefore, in the case that the group \( G \) is centerless Theorem 3.4 provides no information in regards to the solution of (3.1) on such a group. For instance, consider the alternating group \( A_5 \); which is the subgroup of \( S_5 \) containing the identity element and all of the even permutations of \( S_5 \). It is known that \( Z(A_5) = \{e\} \). Therefore, the above theorem tells us nothing in regards to the solution of (3.1) on \( A_5 \).
4.1 Introduction: Generalizations of A Non-Linear Functional Equation

In this Chapter we consider several generalizations of the non-linear functional equation \( f(pr, qs) + f(ps, qr) = f(p, q) f(r, s) \). Specifically, we determine the general structure of the solution \( f, g, h : G \times G \to \mathbb{C} \) of the non-linear functional equation \( f(pr, qs) + f(ps, qr) = g(p, q) h(r, s) \) for all \( p, q, r, s \in G \). The structure of the solution is dependent upon how the function \( h \) acts on the center of the group. In order to determine the structure of this solution, we must consider the structure of the solution of the functional equation \( f(pr, qs) + f(ps, qr) = f(p, q) g(r, s) \) for all \( p, q, r, s \in G \).

4.2 Generalization Theorems

We will now present the solution to several generalization of the functional equation \( f(pr, qs) + f(ps, qr) = f(p, q) f(r, s) \). We begin with a case in which we have two functions \( f \) and \( g \).

**Theorem 4.1.** Let \( G \) be a group and \( e \) be the identity element of \( G \). Let \( f, g : G \times G \to \mathbb{C} \) be a non-zero solution of the functional equation

\[
f(pr, qs) + f(ps, qr) = f(p, q) g(r, s)
\]
for all $p, q, r, s \in G$, then one of the following holds:

i) if there exists $c \in Z(G)$ such that $g(c^2, e) = g(c, e)^2$, then

$$g(cx, e) = 0$$

for all $x \in G$;

ii) if there exists $c \in Z(G)$ such that $g(c^2, e) \neq g(c, e)^2$, then there exists two distinct characters $m_1, m_2 : G \to \mathbb{C}^*$ and $0 \neq \lambda \in \mathbb{C}$ such that

$$f(p, r) = \left(\frac{\lambda + \alpha}{2}\right) m_1(r) m_2(p) + \left(\frac{\alpha - \lambda}{2}\right) m_2(r) m_1(p),$$

$$g(p, r) = m_1(p) m_2(r) + m_1(r) m_2(p)$$

for all $p, r \in G$, where $\alpha$ is an arbitrary constant in $\mathbb{C}$.

**Proof.** Switch $r$ and $s$ in (4.1). Then

$$f(ps, qr) + f(pr, qs) = f(p, q) g(s, r)$$

for all $p, q, r, s \in G$. Subtracting this from (4.1) we get that

$$0 = f(p, q)(g(r, s) - g(s, r)).$$

Since $f$ is not identically zero, we can conclude that $g$ is a symmetric function.

Now, let $s = q = e$ in (4.1). This yields

$$f(pr, e) + f(p, r) = f(p, e) g(r, e)$$

(4.2)

for all $p, r \in G$.

Now, define a function $f_1 : G \to \mathbb{C}$ such that $f_1(p) = f(p, e)$ for all $p \in G$ and a function $h : G \to \mathbb{C}$ such that $h(p) = g(p, e) = g(e, p)$ for all $p \in G$. Letting $r = s = e$ in (4.1) gives us

$$f(p, q) (2 - g(e, e)) = 0$$
for all \( p, q \in G \). Since \( f \) is not identically, \( h(e) = g(e, e) = 2 \). Using the definition of \( f_1 \) and the definition of \( h \), we have that equation (4.2) reduces to the following:

\[
f(p, r) = f_1(p)h(r) - f_1(pr) \tag{4.3}
\]

for all \( p, r \in G \).

Let \( p = r = e \) in (4.1), then we get that

\[
f(e, qs) + f(s, q) = f(e, q)g(s, e)
\]

for all \( q, s \in G \). Defining a function \( f_2 : G \to \mathbb{C} \) such that \( f_2(p) = f(e, p) \) for all \( p \in G \) and using the definition of \( h \) the previous becomes

\[
f(s, q) = f_2(q)h(s) - f_2(qs)
\]

for all \( q, s \in G \). If we consider \( s = p \) and \( q = r \) we get

\[
f(p, r) = f_2(r)h(p) - f_2(rp). \tag{4.4}
\]

Comparing (4.3) and (4.4) we get the following:

\[
f_1(p)h(r) - f_1(pr) = f_2(r)h(p) - f_2(rp).
\]

This equation can be rewritten as

\[
f_2(rp) - f_1(pr) = f_2(r)h(p) - f_1(p)h(r) \tag{4.5}
\]

for all \( p, r \in G \). Switching \( p \) and \( r \) in (4.5) yields

\[
f_2(pr) - f_1(rp) = f_2(p)h(r) - f_1(r)h(p). \tag{4.6}
\]

Subtracting (4.6) from (4.5) and simplifying gives us the following:

\[
(f_2(rp) + f_1(rp)) - (f_2(pr) + f_1(pr)) = h(p) (f_2(r) + f_1(r)) - h(r) (f_2(p) + f_1(p))
\]
for all \( p, r \in G \). Defining a function \( k_1 : G \to \mathbb{C} \) such that \( k_1(p) = f_2(p) + f_1(p) \) for all \( p \in G \) the previous reduces to

\[
k_1(rp) - k_1(pr) = h(p) k_1(r) - h(r) k_1(p)
\]

(4.7)

for all \( p, r \in G \).

Define \( f(e,e) = \alpha \) where \( \alpha \in \mathbb{C} \). Then by definition, \( f(e,e) = f_1(e) = f_2(e) = \alpha \). Therefore, \( k_1(e) = 2 f_1(e) = 2 f_2(e) = 2 \alpha \). Let \( r = e \) in the previous equation (4.9). Then we have

\[
0 = h(e) k_1(r) - h(r) k_1(e),
\]

which is

\[
0 = 2 k_1(r) - h(r) 2 \alpha
\]

for all \( r \in G \). From the last inequality, we see that

\[
k_1(r) = \alpha h(r)
\]

for all \( r \in G \). We will consider two cases, \( \alpha = 0 \) and \( \alpha \neq 0 \).

We begin with the case when \( \alpha = 0 \). Since \( k_1(p) = \alpha h(p) \) for all \( p \in G \), we have that \( k_1 = 0 \). This implies that

\[
f_2(p) = -f_1(p)
\]

for all \( p \in G \). Substituting for \( f_1 \) in (4.5) gives us

\[
f_2(rp) + f_2(pr) = f_2(r)h(p) + f_2(p)h(r)
\]

for all \( p, r \in G \). This is the symmetrized sine equation. The solution of this equation was obtained by Yang in [16] and is stated in Theorem 3.2. From Theorem 3.2 we have two cases. If \( h_c(c) = 0 \) for \( c \in Z(G) \), that is, if \( h(c^2) = h(c)^2 \) which is \( g(c^2, e) = g(c, e)^2 \), then \( h_c(x) = g(cx, e) = 0 \) for all \( x \in G \) and \( c \in Z(G) \).
If there exists \( c \in Z(G) \) such that \( g(c^2, e) \neq g(c, e)^2 \), then there exists a non-zero \( \lambda \in \mathbb{C} \) and two distinct characters, \( m_1, m_2 : G \to \mathbb{C}^* \) such that

\[
h(p) = m_1(p) + m_2(p) \quad \text{and} \quad f_2(p) = \lambda (m_1(p) - m_2(p))
\]

for all \( p \in G \). Using (4.4) we get

\[
f(p, r) = \lambda (m_1(r) - m_2(r)) (m_1(p) + m_2(p)) - \lambda (m_1(rp) - m_2(rp)).
\]

Using the fact that \( m_1 \) and \( m_2 \) are characters on \( G \), \( f(p, r) \) can be rewritten as

\[
f(p, r) = \lambda (m_1(r) m_1(p) + m_1(r) m_2(p) - m_2(r) m_1(p) - m_2(r) m_2(p))
\]

\[-\lambda (m_1(r) m_1(p) - m_2(r) m_2(p)),
\]

which simplifies to

\[
f(p, r) = \lambda (m_1(r) m_2(p) - m_2(r) m_1(p))
\]

for all \( p, r \in G \). Substituting back into (4.1) yields

\[
\lambda (m_1(qs)m_2(pr) - m_2(qs)m_1(pr)) + \lambda (m_1(qr)m_2(ps) - m_2(qr)m_1(ps))
\]

\[
= \lambda (m_1(q)m_2(p) - m_2(q)m_1(p)) g(r, s).
\]

Using the fact that \( m_1 \) and \( m_2 \) are characters on \( G \), we can rewrite the previous as follows:

\[
m_1(q)m_1(s)m_2(p)m_2(r) - m_2(q)m_2(s)m_1(p)m_1(r)
\]

\[+ m_1(q)m_1(r)m_2(p)m_2(s) - m_2(q)m_2(r)m_1(p)m_1(s)
\]

\[= (m_1(q)m_2(p) - m_2(q)m_1(p)) g(r, s).
\]

The previous factors into the following:

\[
(m_1(q)m_2(p) - m_2(q)m_1(p)) (m_1(s)m_2(r) + m_2(s)m_1(r))
\]

\[= (m_1(q)m_2(p) - m_2(q)m_1(p)) g(r, s),
\]
and thus simplifying gives us

\[ g(r, s) = m_1(s) m_2(r) + m_2(s) m_1(r) \]

for all \( p, q, r, s \in G \). Since \( \lambda \) is an arbitrary non-zero constant in \( \mathbb{C} \) we have that

\begin{equation}
\begin{align*}
f(p, r) &= \frac{\lambda}{2} m_1(r) m_2(p) - \frac{\lambda}{2} m_2(r) m_1(p) \quad (4.8) \\
g(p, r) &= m_1(r) m_2(p) + m_2(r) m_1(p)
\end{align*}
\end{equation}

for all \( p, r \in G \). This completes the case when \( \alpha = 0 \).

Now, we consider the case when \( \alpha \neq 0 \). Adding (4.6) and (4.5) gives us

\[ f_2(rp) - f_1(pr) + f_2(pr) - f_1(rp) = f_2(r) h(p) - f_1(p) h(r) + f_2(p) h(r) - f_1(r) h(p), \]

and hence

\[ (f_2(rp) - f_1(rp)) + (f_2(pr) - f_1(pr)) = h(p) (f_2(r) - f_1(r)) + h(r) (f_2(p) - f_1(p)) \]

for all \( p, r \in G \). Defining a function \( k_2 : G \to \mathbb{C} \) such that \( k_2(p) = f_2(p) - f_1(p) \) for all \( p \in G \) the previous reduces to

\[ k_2(rp) + k_2(pr) = h(p) k_2(r) + h(r) k_2(p) \]

for all \( p, r \in G \). This is the symmetrized sine equation. From Yang’s Theorem 3.2, we have two cases. If \( h_c(c) = 0 \) for \( c \in Z(G) \), that is, if \( h(c^2) = h(c)^2 \) which is \( g(c^2, e) = g(c, e)^2 \) then \( h_c(x) = g(cx, e) = 0 \) for all \( x \in G \) and \( c \in Z(G) \). This is the same condition we found when \( \alpha = 0 \). Hence, if there exists \( c \in Z(G) \) such that \( g(c^2, e) = g(c, e)^2 \) then \( g(cx, e) = 0 \). This completes the first case.

If there exists \( c \in Z(G) \) such that \( g(c^2, e) \neq g(c, e)^2 \), then there exists a non-zero \( \lambda \in \mathbb{C} \) and two distinct characters, \( m_1, m_2 : G \to \mathbb{C}^* \) such that

\[ h(p) = m_1(p) + m_2(p) \quad \text{and} \quad k_2(p) = \lambda (m_1(p) - m_2(p)) \]
for all \( p \in G \). Recall that since \( \alpha \neq 0 \) we have \( k_1(r) = \alpha h(r) \). Thus, by the way \( k_2 \) and \( k_1 \) were defined in terms of \( h \) we have that

\[
\begin{align*}
  f_2(p) - f_1(p) &= \lambda (m_1(p) - m_2(p)) \\
  f_2(p) + f_1(p) &= \alpha (m_1(p) + m_2(p))
\end{align*}
\] (4.9) (4.10)

for all \( p \in G \). From (4.3) and (4.4) we know that in order to find \( f \) we need either \( f_1 \) or \( f_2 \). Thus, adding (4.9) and (4.10) and then dividing by 2 we get the following:

\[
  f_2(p) = \left( \frac{\lambda + \alpha}{2} \right) m_1(p) + \left( \frac{\alpha - \lambda}{2} \right) m_2(p)
\]

for all \( p \in G \). Now, substituting into (4.4) for both \( f_2 \) and \( h \) gives us

\[
  f(p, r) = \left( \left( \frac{\lambda + \alpha}{2} \right) m_1(r) + \left( \frac{\alpha - \lambda}{2} \right) m_2(r) \right) (m_1(p) + m_2(p)) - \left( \frac{\lambda + \alpha}{2} \right) m_1(rp) + \left( \frac{\alpha - \lambda}{2} \right) m_2(rp).
\]

After multiplying out and then simplifying, the previous reduces to

\[
  f(p, r) = \left( \frac{\lambda + \alpha}{2} \right) m_1(r) m_2(p) + \left( \frac{\alpha - \lambda}{2} \right) m_2(r) m_1(p)
\] (4.11)

for all \( p, r \in G \).

We can now use \( f \) to find \( g \). Let \( p = q = e \) in (4.1). Then, since \( f(e, e) = \alpha \neq 0 \) we get that

\[
  \frac{1}{\alpha} f(r, s) + \frac{1}{\alpha} f(s, r) = g(r, s)
\]

for all \( r, s \in G \). Substituting in for \( f \) and then simplifying yields

\[
  g(r, s) = \frac{1}{\alpha} \left( \left( \frac{\lambda + \alpha}{2} \right) m_1(r) m_2(s) + \left( \frac{\alpha - \lambda}{2} \right) m_2(r) m_1(s) \right) + \frac{1}{\alpha} \left( \left( \frac{\lambda + \alpha}{2} \right) m_1(s) m_2(r) + \left( \frac{\alpha - \lambda}{2} \right) m_2(s) m_1(r) \right)
\]

\[
  g(r, s) = m_1(r) m_2(s) + m_1(s) m_2(r)
\]

for all \( r, s \in G \). This completes the case when \( \alpha \neq 0 \). One can easily see that when \( g(c^2, e) \neq g(c, e)^2 \) we have that \( g \) takes the same form regardless of whether or not
\(\alpha\) is non-zero. It can also be seen that (4.11) is equivalent to (4.8) when \(\alpha = 0\). Hence, this completes the second case and the proof.

**Corollary 4.1.** Let \(G\) be a group and \(e\) be the identity element of \(G\). Let \(f, g, h : G \times G \to \mathbb{C}\) be a non-zero solution of the functional equation

\[
f(p, r, q, s) + f(p, s, q, r) = g(p, q) h(r, s)
\]

(4.12)

for all \(p, r, q, s \in G\), then one of the following holds:

1) if there exists \(c \in Z(G)\) such that \(h(c^2, e) = \frac{2}{\beta} h(c, e)^2\) where \(0 \neq \beta \in \mathbb{C}\), then

\[h(cx, e) = 0\]

for all \(x \in G\);

2) if there exists \(c \in Z(G)\) such that \(h(c^2, e) \neq \frac{2}{\beta} h(c, e)^2\) where \(0 \neq \beta \in \mathbb{C}\), then there exists two distinct characters \(m_1, m_2 : G \to \mathbb{C}^\star\) and \(0 \neq \lambda \in \mathbb{C}\) such that

\[
\begin{align*}
f(p, r) &= \left(\frac{\lambda + \alpha}{2}\right) m_1(r) m_2(p) + \left(\frac{\alpha - \lambda}{2}\right) m_2(r) m_1(p), \\
g(p, r) &= \left(\frac{\lambda + \alpha}{\beta}\right) m_1(r) m_2(p) + \left(\frac{\alpha - \lambda}{\beta}\right) m_2(r) m_1(p), \\
h(p, r) &= \frac{\beta}{2} ( m_1(p) m_2(r) + m_1(r) m_2(p) )
\end{align*}
\]

for all \(p, r \in G\) where \(\alpha\) is an arbitrary constant in \(\mathbb{C}\).

**Proof.** Let \(r = s = e\) in (4.12). Then

\[
2 f(p, q) = g(p, q) h(e, e)
\]

for all \(p, q \in G\). If \(h(e, e) = 0\) then \(2 f(p, q) = 0\), which contradicts the assumption that \(f\) is non-trivial. Therefore, \(h(e, e) = \beta \neq 0\) where \(\beta \in \mathbb{C}\). This gives us that

\[
\frac{2}{\beta} f(p, q) = g(p, q)
\]
for all \( p, q \in G \). By substituting into (4.12) we get the following:

\[
\begin{align*}
  f(pr, qs) + f(ps, qr) &= \frac{2}{\beta} f(p, q) h(r, s) \\
  \text{for all } p, q, r, s \in G.
\end{align*}
\]

Defining a function \( k : G \times G \to \mathbb{C} \) such that \( k(p, q) = \frac{2}{\beta} h(p, q) \) the previous becomes

\[
\begin{align*}
  f(pr, qs) + f(ps, qr) &= f(p, q) k(r, s) \\
  \text{for all } p, q, r, s \in G. \quad \text{From Theorem 4.1 we have that if } k(c^2, e) = k(c, e)^2 \text{ for } c \in Z(G), \text{ then}
\end{align*}
\]

\[
k(cx, e) = 0
\]

for all \( x \in G \) and \( c \in Z(G) \). Using the definition of \( k \), if \( \frac{2}{\beta} h(c^2, e) = \left( \frac{2}{\beta} h(c, e) \right)^2 \), that is \( h(c^2, e) = \frac{2}{\beta} h(c, e)^2 \) for \( c \in Z(G) \), then \( \frac{2}{\beta} h(cx, e) = 0 \) and hence \( h(cx, e) = 0 \) for all \( x \in G \) and \( c \in Z(G) \). This completes the first case.

If there exists \( c \in Z(G) \) such that \( k(c^2, e) \neq k(c, e)^2 \), that is \( h(c^2, e) \neq \frac{2}{\beta} h(c, e)^2 \), then there exists two distinct characters \( m_1, m_2 : G \to \mathbb{C}^* \) and \( \lambda \in \mathbb{C} \) that is non-zero such that

\[
\begin{align*}
  f(p, r) &= \left( \frac{\lambda + \alpha}{2} \right) m_1(r) m_2(p) + \left( \frac{\alpha - \lambda}{2} \right) m_2(r) m_1(p) \\
  k(p, r) &= m_1(p) m_2(r) + m_1(r) m_2(p)
\end{align*}
\]

for all \( p, r \in G \), where \( \alpha \) is an arbitrary constant in \( \mathbb{C} \). From the way that \( g \) in terms of \( f \), substituting and simplifying yields

\[
\begin{align*}
  g(p, r) &= \left( \frac{\lambda + \alpha}{\beta} \right) m_1(r) m_2(p) + \left( \frac{\alpha - \lambda}{\beta} \right) m_2(r) m_1(p)
\end{align*}
\]

for all \( p, r \in G \). The definition of \( k \) gives us

\[
\begin{align*}
  h(p, r) &= \frac{\beta}{2} (m_1(p) m_2(r) + m_1(r) m_2(p))
\end{align*}
\]

for all \( p, r \in G \), which completes the proof. \( \Box \)
Now, we will consider the functional equation
\[ f(pr, qs) + f(ps, qr) = g(p, q) f(r, s) \] (4.13)
for all \( p, q, r, s \in G \). If we were to take \( h \) to be \( f \) in Corollary 4.1 yields \( \lambda = 0 \), which is a contradiction to our assumption in Corollary 4.1 that \( \lambda \in \mathbb{C} \) is non-zero. Therefore, we consider another method.

**Corollary 4.2.** Let \( G \) be a group and \( e \) be the identity element of \( G \). Let \( f, g : G \times G \to \mathbb{C} \) be a non-zero solution of the functional equation (4.13) for all \( p, q, r, s \in G \), then one of the following holds:

i) if there exists \( c \in Z(G) \) such that \( f(c^2, e) = \frac{1}{\alpha} f(c, e)^2 \) where \( 0 \neq \alpha \in \mathbb{C} \) then
\[ f(c, x) = \frac{1}{\alpha} f(c, e) f(x, e) \]
for all \( x \in G \);

ii) if there exists \( c \in Z(G) \) such that \( f(c^2, e) \neq \frac{1}{\alpha} f(c, e)^2 \) where \( 0 \neq \alpha \in \mathbb{C} \), then there exists two distinct characters \( m_1, m_2 : G \to \mathbb{C}^* \) such that
\[ f(p, r) = \frac{\alpha}{2} (m_1(p) m_2(r) + m_2(p) m_1(r)), \]
\[ g(p, r) = m_1(p) m_2(r) + m_1(r) m_2(p) \]
for all \( p, r \in G \).

**Proof.** Let \( r = s = e \) in (4.13). Then
\[ 2 f(p, q) = g(p, q) f(e, e) \]
for all \( p, q \in G \). If \( f(e, e) = 0 \) then \( f(p, q) = 0 \) for all \( p, q \in G \), which contradicts the assumption that \( f \) is non-trivial. Therefore, \( f(e, e) = \alpha \neq 0 \) where \( \alpha \in \mathbb{C} \). This gives us that
\[ \frac{2}{\alpha} f(p, q) = g(p, q) \]
for all \( p, q \in G \). By substituting into (4.13) we get the following:

\[
f(pr, qs) + f(ps, qr) = \frac{2}{\alpha} f(p, q) f(r, s)
\]

for all \( p, q, r, s \in G \). Multiplying through by \( \frac{2}{\alpha} \) and defining a function \( h : G \times G \to \mathbb{C} \) such that \( h(p, q) = \frac{2}{\alpha} f(p, q) \) the previous becomes

\[
h(pr, qs) + h(ps, qr) = h(p, q) h(r, s)
\]

for all \( p, q, r, s \in G \). Therefore, from Theorem 2.2 we have that if there exists a \( c \in Z(G) \) such that \( 2 h(c^2, e) = h(c, e)^2 \), then

\[
2 h(c, x) = h(c, e) h(x, e)
\]

for all \( x \in G \) and \( c \in Z(G) \). From the definition of \( h \) we get that if \( \frac{2}{\alpha} 2 f(c^2, e) = (\frac{2}{\alpha} f(c, e))^2 \), that is if \( f(c^2, e) = \frac{1}{\alpha} f(c, e)^2 \) for \( c \in Z(G) \), then \( f(c, x) = \frac{1}{\alpha} f(c, e) f(x, e) \) for all \( x \in G \) and \( c \in Z(G) \). This completes the first case.

If there is a \( c \in Z(G) \) such that \( 2 h(c^2, e) \neq h(c, e)^2 \), then there exists two distinct characters \( m_1, m_2 \) on \( G \) such that

\[
h(p, r) = m_1(p) m_2(r) + m_2(p) m_1(r),
\]

for all \( p, r \in G \). Therefore, if \( f(c^2, e) \neq \frac{1}{\alpha} f(c, e)^2 \) for \( c \in Z(G) \) then

\[
f(p, r) = \frac{\alpha}{2} (m_1(p) m_2(r) + m_2(p) m_1(r))
\]

for all \( p, r \in G \). Substituting into the definition of \( g \) in terms of \( f \) we get that

\[
g(p, r) = m_1(p) m_2(r) + m_2(p) m_1(r)
\]

for all \( p, r \in G \), which completes the second case and hence completes the proof. \( \square \)

Lastly, we will consider the functional equation

\[
f(pr, qs) + f(ps, qr) = g(p, q) g(r, s)
\]
for all $p, q, r, s \in G$. Taking $h$ to be $g$ in Corollary 4.1 yields $\frac{\lambda + \alpha}{\beta} = \frac{\beta}{2}$ and $\frac{\alpha - \lambda}{\beta} = \frac{\beta}{2}$.

By cross multiplying and setting the two equal one can easily see that $\lambda = -\lambda$, which implies that $\lambda = 0$. This is a contradiction to our assumption in Corollary 4.1 that $\lambda \in \mathbb{C}$ is non-zero. Therefore, we again must consider another method.

**Corollary 4.3.** Let $G$ be a group and $e$ be the identity element of $G$. Let $f, g : G \times G \to \mathbb{C}$ be a non-zero solution of the functional equation

$$f(pr, qs) + f(ps, qr) = g(p, q) g(r, s)$$

(4.14)

for all $p, q, r, s \in G$, then one of the following holds:

(i) if there exists $c \in Z(G)$ such that $g(c^2, e) = \frac{1}{\alpha} g(c, e)^2$ where $0 \neq \alpha \in \mathbb{C}$, then

$$g(c, x) = \frac{1}{\alpha} g(c, e) g(x, e)$$

for all $x \in G$;

(ii) if there exists $c \in Z(G)$ such that $g(c^2, e) \neq \frac{1}{\alpha} g(c, e)^2$ where $0 \neq \alpha \in \mathbb{C}$, then there are two distinct characters $m_1, m_2$ on $G$ such that

$$f(p, r) = \frac{\alpha^2}{4} (m_1(p) m_2(r) + m_2(p) m_1(r))$$

$$g(p, r) = \frac{\alpha}{2} (m_1(p) m_2(r) + m_2(p) m_1(r))$$

for all $p, r \in G$.

**Proof.** Let $r = s = e$ in (4.14). Then

$$2 f(p, q) = g(p, q) g(e, e)$$

for all $p, q \in G$. Define $g(e, e) = \alpha$, where $\alpha$ is a complex constant. If $\alpha = 0$ we get $f(p, q) = 0$ for all $p, q \in G$, which contradicts our assumption that $f$ is a non-zero function. Thus, $\alpha$ is a non-zero complex constant and

$$f(p, q) = \frac{\alpha}{2} g(p, q)$$
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for all \( p, q \in G \). Substituting into (4.14) for \( f \) yields the following:

\[
\frac{\alpha}{2} g(pr, qs) + \frac{\alpha}{2} g(ps, qr) = g(p, q) g(r, s)
\]

for all \( p, q, r, s \in G \). Define a new function \( h : G \times G \to \mathbb{C} \) such that \( h(p, q) = \frac{2}{\alpha} g(p, q) \). Then \( g(p, q) = \frac{\alpha}{2} h(p, q) \). Using the definition of \( h \), the previous becomes

\[
\frac{\alpha}{2} \left( \frac{\alpha}{2} h(pr, qs) \right) + \frac{\alpha}{2} \left( \frac{\alpha}{2} h(ps, qr) \right) = \left( \frac{\alpha}{2} h(p, q) \right) \left( \frac{\alpha}{2} h(r, s) \right)
\]

which reduces to

\[
h(pr, qs) + h(ps, qr) = h(p, q) h(r, s)
\]

for all \( p, r, q, s \in G \).

From Theorem 2.2 we now have that if there is a \( c \in Z(G) \) such that

\[
2 h(c^2, e) = h(c, e)^2,
\]

then

\[
2 h(c, x) = h(c, e) h(x, e)
\]

for all \( x \in G \). Using the definition of \( h \) we get that if there is a \( c \in Z(G) \) such that

\[
2 \left( \frac{2}{\alpha} \right) g(c^2, e) = \left( \frac{2}{\alpha} g(c, e) \right)^2
\]

\[
g(c^2, e) = \frac{1}{\alpha} g(c, e)^2,
\]

then

\[
2 \left( \frac{2}{\alpha} \right) g(c, x) = \left( \frac{2}{\alpha} g(c, e) \right) \left( \frac{2}{\alpha} g(x, e) \right)
\]

\[
g(c, x) = \frac{1}{\alpha} g(c, e) g(x, e)
\]

for all \( x \in G \) and \( c \in Z(G) \). This completes the first case.

If there is a \( c \in Z(G) \) such that \( g(c^2, e) \neq \frac{1}{\alpha} g(c, e)^2 \) then there exists two distinct characters \( m_1, m_2 \) on \( G \) such that

\[
h(p, r) = m_1(p) m_2(r) + m_2(p) m_1(r)
\]
for all $p, r \in G$. Therefore, from the definition of $h$

$$g(p, r) = \frac{\alpha}{2} (m_1(p) m_2(r) + m_2(p) m_1(r))$$

for all $p, r \in G$. From that way that $f$ is defined in terms of $g$ we get that

$$f(p, r) = \frac{\alpha^2}{4} (m_1(p) m_2(r) + m_2(p) m_1(r))$$

for all $p, r \in G$. This completes the second case and thus completes the proof. $\square$
CHAPTER 5
CONCLUSION

5.1 Conclusion and Future Plans

The purpose of this dissertation has been to study and generalize the solutions of several functional equations defined on the real line to an abstract group. We have made great progress in generalizing several functional equations related to stochastic distance measures. New methods have been created and considered while old techniques and methods have been employed.

In regards to the linear equation, \( f(pr, qs) + g(ps, qr) = h(p, q) + k(r, s) \), we have succeeded in finding the general solution on an arbitrary group. We have shown that the solution to the above functional equation when defined on an arbitrary group is similar to the solution when defined on the real line. Several examples were given in the case that all four functions were the same. It would be nice to find more examples, specifically for the generalizations to more than one function.

In regards to the non-linear equation, \( f(pr, qs) + f(ps, qr) = f(p, q) f(r, s) \), we have shown that the solution on an arbitrary group is only similar to the solution on the real line under specific conditions. Those conditions are related to whether or not the function is abelian and how the function acts on the center of the group. Since no information is given when the group is centerless it may be worth while to attempt to study this equation on a centerless group.

There are many more things to continue considering with this equation. It
is my hope that here are other methods that may help us extract more information from the equation. When considering the generalizations of the non-linear functional equation we have not yet been able to solve nor give the structure of the solution when the functions on the left hand side are not the same, i.e. \( f(pr, qs) + g(ps, qr) = f(p, q) f(r, s) \). We continue to work to find new methods to extend the study to four different functions.

Recently, the non-linear equation has been considered by Stetækr [15] when some of the variables are switched, that is the functional equation \( f(pr, qs) + f(sp, rq) = f(p, q) f(r, s) \). He was able to find the solution on a semigroup. It happens to be a corollary to the solution of the functional equation \( f(xy) + f(\sigma(y)x) = 2f(x)f(y) \), where \( \sigma \) is a homomorphism. By letting \( x = (p, q), y = (r, s) \), and letting \( \sigma \) be a function that swaps variables one can see how the two are related. Similarly, we would like to study the functional equation \( f(pr, qs) + f(sp, rq) = g(p, q) h(r, s) \) by considering the functional equation \( f(xy) + f(\sigma(y)x) = g(x) h(y) \) on a group or a semigroup.

It may be of interest to consider the generalized linear functional equation with a switch of variables, that is \( f(pr, qs) + g(sp, rq) = h(p, q) + k(r, s) \). It can be shown that the case in which all four functions are the same is a corollary to Theorem 2.2 and hence several generalizations follow. Using the previously stated technique on the linear functional equation the functional equation \( f(xy) + f(\sigma(y)x) = 2f(x) + 2f(y) \) arises. Based upon some results of Ng and Zhao [8] it may be possible to solve this on a free group, a symmetric group, and a few other specific types of groups. Finding the solution on an arbitrary group may prove to be a bit more of a challenge.

I have recently begun to consider a combination of the linear and non-linear equations, that being the functional equation \( f(pr, qs) + f(ps, qr) = 2f(p, q) + 2f(r, s) + f(p, q) f(r, s) \). I have been able to solve this along with a few other
generalizations. Ideally, I would like to study the functional equation \( f(pr, qs) + g(ps, qr) = 2h(p, q) + 2k(r, s) + j(p, q)t(r, s). \)

Hopefully the future work in this area will be as rewarding and fruitful as this work has been!
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Attend monthly meetings, share the needs and concerns of the graduate students within my department with others, occasionally fill in for representatives at the graduate student senate meetings to vote on important items affecting the University’s graduate students, and relay all important information about upcoming events, changes, and funding.
University of Louisville, Louisville, KY

Graduate Student Union Department Representative 2012-Present

Attend monthly meetings, open the lines of communication between graduate students in the Department of Mathematics and graduate students in other departments, assist in organizing family friendly graduate student events, and relay all important information about upcoming events, changes, and funding.

AWARDS

- Scholar Athlete Faculty Mentor, University of Louisville March 2014
- Graduate Student Spotlight Nominee, University of Louisville January 2014
- Service to Graduate Student Council, University of Louisville 2013 and 2014
- Teaching Assistantship, University of Louisville 2009-Present
- Robert B. Royster Award, University of Kentucky 2009
- JC Eaves Scholarship, University of Kentucky 2007