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ABSTRACT

ACCURATE AND JUSTIFIABLE: NEW ALGORITHMS FOR EXPLAINABLE RECOMMENDATIONS

Behnoush Abdollahi

August 4, 2017

Websites and online services thrive with large amounts of online information, products, and choices, that are available but exceedingly difficult to find and discover. This has prompted two major paradigms to help sift through information: information retrieval and recommender systems. The broad family of information retrieval techniques has given rise to the modern search engines which return relevant results, following a user’s explicit query. The broad family of recommender systems, on the other hand, works in a more subtle manner, and do not require an explicit query to provide relevant results. Collaborative Filtering (CF) recommender systems are based on algorithms that provide suggestions to users, based on what they like and what other similar users like. Their strength lies in their ability to make serendipitous, social recommendations about what books to read, songs to listen to, movies to watch, courses to take, or generally any type of item to consume. Their strength is also that they can recommend items of any type or content because their focus is on modeling the preferences of the users rather than the content of the recommended items.

Although recommender systems have made great strides over the last two decades, with significant algorithmic advances that have made them increasingly accurate in their predictions, they suffer from a few notorious weaknesses. These include the cold-start
problem when new items or new users enter the system, and lack of interpretability and explainability in the case of powerful black-box predictors, such as the Singular Value Decomposition (SVD) family of recommenders, including, in particular, the popular Matrix Factorization (MF) techniques. Also, the absence of any explanations to justify their predictions can reduce the transparency of recommender systems and thus adversely impact the user’s trust in them. In this work, we propose machine learning approaches for multi-domain Matrix Factorization (MF) recommender systems that can overcome the new user cold-start problem. We also propose new algorithms to generate explainable recommendations, using two state of the art models: Matrix Factorization (MF) and Restricted Boltzmann Machines (RBM). Our experiments, which were based on rigorous cross-validation on the MovieLens benchmark data set and on real user tests, confirmed that our proposed methods succeed in generating explainable recommendations without a major sacrifice in accuracy.
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CHAPTER 1

INTRODUCTION

Machine learning (ML) models are being used increasingly in many sectors, ranging from health and education to e-commerce and criminal investigation. Hence, these Artificial Intelligence (AI) systems are starting to affect the lives of more and more human beings. Examples include risk modeling and decision making in insurance, education (admission and success prediction), credit scoring, medical, criminal investigation and predicting recidivism, etc. Without the intelligent systems’ ability to explain their decisions and actions to the human users, the effectiveness of these systems can be limited. Users may require understanding and trusting predictions made by these systems before making decisions with an inherent risk, as a result of these predictions [1].

Furthermore, AI models are susceptible to bias that stems from the data itself or from systemic social biases that generated the data (e.g. recidivism, arrests). As such, models that are learned from real world data can become unethical if their outputs discriminate, albeit unintentionally, against a certain group of people. While building ethical and fair models seems like the ultimate and ideal goal, the minimum and urgent criterion that ML models should satisfy is transparency, and this could be the first step in the direction toward fair and ethical models. Therefore, designing explainable intelligent systems that facilitate conveying the reasoning behind the results is of great importance.

Recommender systems are a special kind of ML AI systems that suggest interesting items to users in various decision making situations, with suggested items ranging from songs and books to courses and news. Recommender systems represent a valuable means of helping online users with information overload and they have recently become powerful pillars in e-commerce and information retrieval (IR). Collaborative filtering (CF) recommendation
systems try to suggest items of interest (e.g., movies, songs, books, applications, websites and travel destinations) to a user based on their user profile which can be explicit (e.g. user ratings) or implicit (e.g. their browsing or purchase history) [2,3]. CF recommender systems provide recommendations to users based on the similarity between users or between items, giving rise to neighborhood-based CF approaches, which can be user-based or item-based. Other sources of information such as users’ demographic data and items’ features may be used to provide a user with a list of items that maximize the user’s utility or satisfaction. These recommender systems exploit rating or purchase history as their main source of input information. When there is not enough history available for new users or new items in the system, a CF system cannot provide good recommendations. This is known as the cold-start problem, and can be considered as an extreme case of sparse input data.

It is important for a recommender system to provide explanations for recommendations. In fact, most commercial recommender systems provide simple explanations to the users, and this can enhance the user's trust and acceptance. Even long before automated recommender systems, a medical expert, system’s explanation of the reasoning behind a suggestion, has been found to be critical to the users' acceptance of the system’s suggestion [4]. Amazon’s recommender system shows similar items that the user (or other similar users) have bought or viewed, when recommending a new item. The Netflix recommender system justifies its movie suggestions by listing similar movies obtained from the user’s social network. When an interpretable model is used in a recommender system, it has been shown that explanations can help users make more accurate decisions; hence, improving user satisfaction and acceptance of recommendations [5–7].

In Figure 1.1, four different explanation examples are shown, where (1) and (3), are based on the ratings of the active user’s most similar users (neighbors) that is called Neighbor Style Explanation (NSE); (3) is a feature-based explanation that is based on the content and keyword features, and is called Keyword Style Explanation (KSE); while (4) is based on the active users ratings of items that are similar to the recommended item, and is called Item Style Explanation (ISE) [6].
Figure 1.1: Four different explanation style examples.

Machine Learning techniques used for recommender systems can be categorized in two families: White-Box methods (WB), such as Decision Trees [8, 9], and production rule learners [10, 11], which are interpretable and essentially come with explanations. On the other hand, Black-Box (BB) methods such as Artificial Neural Networks [12], Support Vector Machines [13], Ensemble Methods [14], and Matrix Factorization (MF) [15, 16] produce opaque models which are not easily interpretable by humans. Most accurate recommender systems, available nowadays, developed mainly in research labs and in some cases for commercial use, are BB models. The most popular BB models, for recommender systems, nowadays are based on Matrix Factorization models, with deep learning networks, also recently becoming another popular BB model. MF methods are accurate CF approaches that map users and items to low-dimensional feature vectors [17]. MF methods fit a model to the known ratings and use the model for further predictions. In most MF-based techniques, predictions are not interpretable and cannot be justified to the user as easily as in neighborhood-based CF methods. Although a few of these provide some form of explanation, it is not clear why the system is recommending a specific item, which may result in users not trusting the suggestions of the recommender system. One way to communicate
explanations would be based on identifying similar users and/or items in the latent space and presenting the most similar users and/or items as the explanation. The drawback of this method is that the way the explanation is generated does not necessarily comply with the learned ML model. This is because the solution to the MF optimization problem does not guarantee that the most similar users to an active user, who have liked the system’s suggestion, are necessarily the active user’s neighbors in the latent space. Thus, the only way to assess the quality of the recommendation for the user is to try the item. This, however, is contrary to one of the goals of a recommendation system, which is reducing the time that users spend on exploring items.

It would be very desirable and beneficial to design recommender systems that can give accurate suggestions, which, at the same time, facilitate conveying the reasoning behind the recommendations to the user. However, a main challenge in designing a recommender system is whether to choose an explainable technique with moderate prediction accuracy or a more accurate technique (such as MF) which does not give explainable recommendations.

1.1 Problem Statement

Due to the trade-off between a machine learning model’s prediction accuracy and its interpretability [18], it is generally very challenging to achieve both accuracy and explainability. Therefore, it is common, in many applications, to opt for accuracy at the expense of interpretability.

Our research question is: can we design a model-based recommender engine that suggests items that are explainable, while recommendations remain accurate? In order to answer this question, we define explainability and hypothesize that recommendations that have higher explainability value, help users make better decisions, therefore they are more effective.
1.1.1 Assumptions

We assume that the BB recommender system is mainly rooted in a latent factor-based or deep learning model using ratings as the primary input and possibly augmented with item or user attributes into a hybrid CF system. We also assume that the input to the recommendations and the input to the explanations are not constrained to be exactly the same. This is because an input can contribute to empowering a BB model’s training, while not necessarily being a good source of human explanation. Most studies in the literature study the effect of explanations as a separate module from the recommender module [5,6,19]. The focus of their studies are mostly on the types and formats or visualizations of the explanations regardless of the recommender module [19,20].

Our current scope is limited to CF recommendations where explanations for recommended items are in one of the three main explanation styles: NSE, ISE or KSE, as shown in Figure 1.1. We encode the user-item explainability relationship in a graph. While other methods in the literature have used graph structures to find a better representation of data points in lower spaces, we further incorporate the explainability graph in the design of the MF model to be able to generate explainable recommendations.

1.2 Research Contributions

1. We present a cross-modal recommender engine that leverages multiple domains of data to retrieve similar items and recommend the most relevant items to the user. We show how this approach can automatically generate explanations for the recommendations and also has the potential to alleviate the cold-start problem, one of the most notorious limitations of Collaborative Filtering (CF) techniques.

2. We propose a probabilistic formulation for measuring the explainability of Neighbor-Style Explanation (NSE), Influence Style Explanation (ISE), and feature Style Explanation (KSE) for recommendations.

3. We propose an Explainable-Matrix Factorization (EMF) model for providing explain-
able recommendations that can leverage the accurate predictions of MF and the transparency of neighborhood-based CF algorithms. In our method, explainability can be directly formulated based on the rating distribution within the user’s or item’s neighborhood. If many neighbors have rated the recommended item, or the user have rated many similar items to the recommended item, then this provides a basis upon which to explain the recommendations.

4. We propose an explainability metric based on Keyword Style Explanation that uses item content features to generate explanations and recommend explainable items.

5. We encode the user-item explainability relationship in a graph. While other methods in the literature have used graph structures to find a better representation of data points in lower spaces, we further incorporate the explainability graph in the design of the MF model to be able to generate explainable recommendations.

6. We propose an explanation-aware neural network using constrained Restricted Boltzmann Machines (RBM) for CF to recommend items that are explainable.

7. We propose offline metrics to evaluate the explainability of recommender systems.

8. We present user study experiments for online evaluation of our proposed explainable recommender system.
“We are leaving the Information Age and entering the Recommendation Age [21].”

In the past, gathering information to make effective and efficient decisions was difficult, and recommendations from others and their experience were a guide to us through this lack of knowledge. Today, we are overloaded with information which means we have more choices and therefore making choices is becoming even harder. Recommender systems can act as shortcuts through the information to help us narrow our choices, and obtain relevant information.

Recommender systems are used in many websites to personalize the experience of a user based on their past history, item content, or user demographic information. Among recommender systems, collaborative filtering (CF) is an effective recommendation approach in which the preference of a user can be predicted based on information from other users that share similar interests, without requiring any content information about the recommended items. This chapter presents a thorough overview of the methods in the literature. In Section 2.1, we review recommender system approaches, and their challenges such as the cold-start problem and the importance of providing explanations. Section 2.2 is devoted to latent factor models including Matrix Factorization and Restricted Boltzmann Machines. Section 2.4 presents the review of recommendation explanation mechanisms. Finally, in Section 2.5, we summarize the chapter.

2.1 Recommendation Systems

The recommender problem may be defined as approximating a utility function that predicts how a user will like an item automatically. Utility is usually represented by user
ratings, however it could be any function. The recommendation process is based on the past behavior of the users, the relations between the users or the items, item similarity based on the content, and finally context [22].

Formal definition of a recommender system: let $U$ be the set of users, $I$ be the set of possible recommendable items, and $f$ be the utility function measuring the usefulness of item $i$ to user $u$. For each user $u$ belonging to $U$, we want to choose items belonging to $I$, that maximize $f$, i.e.,

$$\forall u \in U, \quad i^* = \arg\max (f(u,i)) \text{ s.t. } i \in I$$

(2.1)

Recommender systems can be divided based on which data and which mechanism they use to make recommendations. The main categories of recommender systems are content-based filtering (CBF), collaborative filtering (CF), and hybrid methods. Content-based filtering makes recommendations based on the content of the items (e.g. text or images) and the content of the user profiles. The similarity between an object of interest and the items that the user has bought, viewed, or ranked before, is calculated based on a user or item profile, and is used as the basis for the recommendation. Content-based approaches require ratings made by only the user herself in contrast to collaborative filtering models that also use the ratings of other users who are similar to the target user in order to derive the recommendations. Collaborative filtering algorithms exploit the historical ratings and preferences of the active user’s preference and the like-minded users to suggest items or to predict the utility of an item for a particular user. Content-based characteristics can be combined with collaborative filtering models to improve the results of recommendation. This type of recommendation is known as a hybrid recommendation [23].

In a typical CF framework, there are $m$ users: $U = \{u_1, u_2, ..., u_m\}$ and $n$ items: $I = \{i_1, i_2, ..., i_n\}$. The set of items that the user $u_i$ has expressed her opinions about is $I_{u_i}$. Note that it is possible for $I_{u_i}$ to be a null set. The opinions can be explicitly provided by the user as a rating score, or can be implicitly derived from the purchase logs or web history of the user [24,25]. In 2.1, an example of a utility matrix is shown that represents the users’
ratings of books on a scale of 1-5, with 5 being the highest rating. Users are shown in the rows and books are shown in the columns. The number of stars in each cell represents the rating of the user in the corresponding row on the specific book in the corresponding column, while blank cells show the situation where no rating is available. CF methods estimate the appropriate value for some of the blank cells (cells filled in with a question mark).

For the active user $u_a$, the result of the CF algorithm can take two forms (that do not necessarily have direct relationship [26]):

1. A numerical value, which is a predicted value for the likeness of item $i \notin I_{u_a}$ for the active user $u_a$.

2. A list of top-N recommended items for the active user $u_a$. The set of top-N recommended items and the items that the user has already purchased or rated must not have any overlap.¹

2.2 shows the general framework for the collaborative filtering process on the rating data that is shown in 2.1.

CF techniques can be classified into two groups: memory-based methods and model-based methods [27].

¹The exception rule is ignored in some cases, such as certain eBay and e-learning transactions, as well as some news and multi-media retrieval and recommendations.
2.1.1 Memory-based Methods

Memory-based methods provide recommendations based on the similar-user or similar-item neighborhood around the target user or the target item. Depending on whether the obtained neighbors are similar users or items, memory based methods are classified as user-based algorithms or item-based algorithms. Similar to the idea of nearest neighbor classification, after computing the similarities, the neighbors are aggregated to get the top-N most similar users or items [28–30]. The similarity \( w \) between users \( a \) and \( u \) can be computed using Pearson’s correlation coefficient [31]:

\[
w(a,u) = \frac{\sum_{j=1}^{m} (r_{a,j} - \bar{r}_a)(r_{u,j} - \bar{r}_u)}{\sqrt{\sum_{j=1}^{m} (r_{a,j} - \bar{r}_a)^2 \sum_{j=1}^{m} (r_{u,j} - \bar{r}_u)^2}}
\]  

(2.2)

where \( m \) is the total number of items that both \( a \) and \( u \) have rated. \( r_{a,j} \) is the rating that user \( a \) gave for item \( j \) and \( r_{u,j} \) is the rating of user \( u \) on item \( j \). \( \bar{r}_a \) and \( \bar{r}_u \) are the averages of user \( a \)'s ratings and user \( u \)'s ratings for all items, respectively. Similarly, the similarity between items \( k \) and \( i \) can be computed using the following formula:

\[
w(k,i) = \frac{\sum_{j=1}^{m} (r_{j,k} - \bar{r}_k)(r_{j,i} - \bar{r}_i)}{\sqrt{\sum_{j=1}^{m} (r_{j,k} - \bar{r}_k)^2 \sum_{j=1}^{m} (r_{j,i} - \bar{r}_i)^2}}
\]  

(2.3)

where \( m \) is the total number of users that rated both items \( k \) and \( i \). \( r_{j,k} \) is the rating that user \( j \) gave to item \( k \) and \( r_{j,i} \) is the rating of user \( j \) to item \( i \). \( \bar{r}_k \) and \( \bar{r}_i \) are the average ratings of items \( k \) and \( i \), respectively.

The Cosine similarity is another similarity measure that can be used to find the
similarity between two users or two items. The similarity between two users \(a\) and \(u\) is defined as:

\[
\text{Cos}(a, u) = \sum_{j=1}^{m} \frac{r_{a,j}}{\sqrt{\sum_{j=1}^{m} r_{a,j}^2}} \frac{r_{u,j}}{\sqrt{\sum_{j=1}^{m} r_{u,j}^2}}
\] (2.4)

where \(m\) is the total number of items that both \(a\) and \(u\) have rated. \(r_{a,j}\) is the rating that user \(a\) gave for item \(j\) and \(r_{u,j}\) is the rating of user \(u\) on item \(j\). Similarly, the similarity between items \(k\) and \(i\), can be computed using the following formula:

\[
\text{Cos}(k, i) = \sum_{j=1}^{m} \frac{r_{j,k}}{\sqrt{\sum_{j=1}^{m} r_{j,k}^2}} \frac{r_{j,i}}{\sqrt{\sum_{j=1}^{m} r_{j,i}^2}}
\] (2.5)

where \(m\) is the total number of users that rated both items \(k\) and \(i\). \(r_{j,k}\) is the rating that user \(j\) gave to item \(k\) and \(r_{j,i}\) is the rating of user \(j\) on item \(i\).

Recommender Systems traditionally use the Pearson’s correlation or cosine similarity, however, many other similarity measures can be used. Ellen Spertus et al. [32] evaluated six different similarity measures in the context of the Orkut social network. The best results were for recommendations generated using the cosine similarity. On the other hand, Lathia et al. [33] studied several similarity measures in the context of recommender systems and concluded that the prediction accuracy was not affected by the choice of the similarity measure.

One drawback of memory-based methods is that computing accurate similarities among users can be a time-consuming process. Another drawback is that the search for neighbors among a large user population of potential neighbors forms a bottleneck in the user-based neighborhood CF methods [28]. Item-based techniques may be able to avoid this bottleneck because item neighborhoods are relatively static compared to user neighborhoods.

### 2.1.2 Model-based Methods

Model-based CF methods use the rating data to train a system to make predictions based on a learned model. The model can be built using different machine learning al-
gorithms such as Bayesian networks [34, 35], clustering [36], matrix factorization [15], and rule-based approaches [37].

Some representative methods include [3, 38–40]. Among the model-based CF methods, matrix factorization based methods [27] have been the most popular in recent years, and they have proven to address collaborative filtering challenges such as scalability and sparsity effectively [16, 41, 42]. Memory-based and model-based CF approaches can be combined to form hybrid CF approaches to improve the recommendations [43, 44]. More recent work uses textual reviews and opinions to improve the performance of rating prediction [45–47].

Even though CF tasks have achieved some success in providing recommendations to the users, there are additional challenges that they still need to address to produce high quality predictions, such as data sparsity and the cold-start problem (new items or new users) [48]. Usually, in recommender systems, there is a large set of items to evaluate. This results in an extremely sparse user-item matrix for collaborative filtering [27]. The cold-start problem happens when a new user or a new item enters the system. The system cannot recommend items to the new user until some of their rating information becomes available; similarly, new items cannot be recommended until some users have rated them [43, 48].

2.1.3 The Sparsity Problem

Recommender systems generally have to deal with data in a very high dimensional space. This space is usually very sparse and only a limited number of features are available for each object. For example, in Amazon.com, only a few ratings out of billions of items are typically available from each user. In a high dimensional space, all objects tend to be dissimilar and finding objects that form groups with similar properties becomes critical. This is because there is no intuitive notion of density or distance between points as in low dimensional spaces. This is known as the Curse of Dimensionality [22].

To overcome this problem, dimensionality reduction techniques are typically used to convert the high dimensional space to a new lower-dimensional space. The most relevant methods for dimensionality reduction in recommender systems are Matrix Factorization
(MF) methods. These techniques will be presented in section 2.2.

\subsection*{2.1.4 The Cold start problem}

The cold-start problem is a notorious problem for CF systems. It happens when recommendations have to be made for new users in the system, or when new items that no one has rated yet need to be recommended. Providing an accurate and efficient recommendation result in the cold start case is a key challenge in CF [49]. Cold start problems can occur in three cases: (a) recommendation on existing items for new users, (b) recommendation for existing users on new items, and (c) recommendations on new items for new users.

When new users enter the system, they are asked to provide their ratings for different items to acquire information for CF. Usually in CBF, the system asks new users a series of questions to generate her initial profile with her explicitly stated preferences. As a user likes or consumes more items, the system can update her profile and give more weights to the content features of the items that she consumed. In these approaches, the recommended items are similar to the items that were previously consumed by the user. This can result in lack of diversity and therefore low satisfaction with recommendation results.

One possible remedy for the cold-start problem is to exploit user and item attributes because they can help create a bridge between existing users or items and new users or items. Rashid et al. [50] propose several strategies that can be incorporated in CF algorithms to learn about the new users in the system. These techniques, which present items to new users, range from random item selection to methods that exploit database queries such as choosing popular items. Park and Chu [51] proposed a predictive regression model that incorporates demographic information as well as content features to tackle the cold-start problem. Shaw et al. [52] used association rule mining to expand user profiles and provide more accurate recommendations for new users. However, extracting rules from large datasets with a very large number of multi-valued attributes is often computationally prohibitive. Golbandi et al. [53] presented a model for profiling new users in the system by eliciting the opinion of users about items. The core of their method is an efficient decision-tree-based recommender
algorithm, suitable for an adaptive bootstrap process. In [54], a functional matrix factorization (fMF) was proposed. An initial interview is performed to acquire information from the new user. To construct the adaptive interview, a decision tree is learned with each node being an interview question. Zhang and Li [55] proposed a solution for the cold start that makes use of social tags. Their recommendation algorithm considers social tags as a bridge that connects users and items. Shein et al. [56] proposed a probabilistic model for combining collaborative filtering and content information to recommend new items to the users. They used the EM algorithm to fit the model to the data.

2.2 Latent Factor Models

As described in Section 2.1.3, one drawback of memory-based CF methods is that it is solely based on the co-rated items and does not consider the hidden interests and topics that similar users and items share. Latent factor models, that are also known as Matrix Factorization (MF) models, are model-based techniques that leverage the idea that ratings are influenced by a set of lower rank factors, such as movie genres, characters, etc. In these type of models, both users and items are projected into a new latent feature space using an objective function. Similar to MF techniques, Restricted Boltzmann Machines (RBM) also perform latent factor discovery and can be categorized into latent factor models. These latent factors are solved using optimization techniques. In this section, an overview of some of the most common latent factor models in the literature is given.

2.2.1 Principal Component Analysis (PCA)

PCA is a statistical method that converts a set of data points observed from possibly correlated variables into a set of points with linearly uncorrelated variables that are called principal components. The amount of variance captured by the first component is larger than the second component and so on. PCA is applicable when the data set is mostly Gaussian.
2.2.2 Singular Value Decomposition (SVD)

SVD is another powerful method for dimensionality reduction in Recommender Systems, which allows for extracting concepts from the high dimensional data in a new space. Given the matrix \( X(n \times m) \), \( X \) can be decomposed into \( X = U\Sigma W^T \), where \( \Sigma \) is a k-by-k rectangular diagonal matrix of positive numbers, called the singular values of \( X \); \( U \) is an n-by-k matrix, the columns of which are orthogonal unit vectors of length \( n \) called the left singular vectors of \( X \); and \( W \) is a m-by-k matrix whose columns are orthogonal unit vectors of length \( m \) and called the right singular vectors of \( X \). The k Eigenvalues in \( \Sigma \) are ordered in decreasing magnitude. To approximate \( X \), the Eigenvalues matrix \( \Sigma \) can be truncated up to row \( i \), resulting in \( X_i = U_i\Sigma_i W_i^T \) which is the closest rank-\( i \) matrix to \( X \). In terms of factorization computation, \( W \) is equivalent to the eigenvectors of \( X^TX \), since \( X^TX \) can be written as: \( X^TX = W\Sigma U^T U\Sigma W^T = W\Sigma^2 W^T \). Similarly, \( U \) is equivalent to the eigenvectors of \( XX^T \).

Although Matrix Factorization methods such as PCA and SVD can be used in preprocessing to lower the dimensionality, in recent years they have been employed as independent approaches to Recommender Systems.

2.2.3 Matrix Factorization (MF)

MF is a family of latent factor algorithms where a data matrix, \( X \), is factorized into two lower rank approximated matrices \( P \) and \( Q \) as follows:

\[
X_{n \times m} \simeq P_{n \times f}Q_{m \times f}^T
\]  

(2.6)

\( f \) is the rank of matrices \( P \) and \( Q \), and it is selected such that \( f \ll \min(m,n) \), so that the number of elements in the decomposition matrices is far less than the number of elements of the original matrix: \( nf + fm \ll nm \).

One of the common applications of matrix factorization is in collaborative filtering recommender systems [15]. The Netflix prize competition has contributed a lot to the popularity of matrix factorization in recommender systems [15]. In this context, MF takes
as input the user-item rating data and decomposes users and movies into a set of latent factors that define a new latent space, which can be thought of as concepts or categories. Figure 2.3 shows an example of user and item decomposition matrices with $f = 2$, where MF projected onto a lower dimensional latent space extracted using matrix factorization. An effectively intuitive interpretability of the resulting factors, as shown in 2.3 in this fictitious example, can make MF especially interesting for many applications.

MF algorithms learn the factors $p_u \in \mathbb{R}^f$ and $q_i \in \mathbb{R}^f$, which are the lower-rank representations of user $u$ and item $i$ in a latent space of reduced dimensionality $f$. In order to estimate $p_u$ and $q_i$, the following objective function is minimized [17]:

$$J_{MF} = \sum_{(u,i) \in R} (r_{u,i} - p_u q_i^T)^2 + \frac{\beta}{2} (||p_u||^2 + ||q_i||^2)$$  \hspace{1cm} (2.7)

where $R$ is the set of available ratings for the $(u,i)$ pairs. The regularization term $(||p_u||^2 + ||q_i||^2)$ with the regularization coefficient, $\beta$, control the smoothness and sparseness of the resulting factors. This optimization problem is not convex; however, it is convex with respect to matrix $P$ only or matrix $Q$ only. It can therefore be solved by using arithmetic or multiplicative updates for $P$ and $Q$. In Sections 2.2.3.1 and 2.2.3.2, two of the most common algorithms in the literature, for solving MF, are reviewed.
2.2.3.1 Alternating Least Squares

Alternating Least Square (ALS) is an iterative approach, which fixes $P$ or $Q$ in each iteration. Although 2.7 is not convex, it is convex in either $P$ or $Q$. However, it does not guarantee that the matrices found are the global solutions and provides only a local minimum to the MF problem. The ALS method is outlined in Algorithm 2.1 [16,57].

**Algorithm 2.1 Basic Alternating Least Square (ALS) Algorithm**

**Input:** data matrix $R$, number of factors $f$

**Output:** optimal matrices $P$ and $Q$

1. Initialize matrix $P$ (for example randomly)

2. **Repeat**

3. Solve for $Q$ using: $P^T P Q = P^T R$

4. Solve for $P$ using: $Q Q^T P^T = QR^T$

5. **Until** the cost function converges

2.2.3.2 Stochastic Gradient Descent

In the basic Stochastic Gradient Descent (SGD) approach, $p_u$ and $q_i$ are modified in each iteration by an amount proportional to the value of the gradient [58]. The derivative of $J_{MF}$ with respect to $p_u$ and $q_i$ is:

$$\frac{\partial J_{MF}}{\partial p_u} = -2(r_{u,i} - p_u q_i^T)q_i + \beta p_u \quad (2.8)$$

$$\frac{\partial J_{MF}}{\partial q_i} = -2(r_{u,i} - p_u q_i^T)p_i + \beta q_i \quad (2.9)$$

Given Formula 2.8 and 2.9 the SGD update rules are as follows:

$$p_{u+1} \leftarrow p_u + \alpha(2(r_{u,i} - p_u q_i^T)q_i - \beta p_u) \quad (2.10)$$
\[ q_{i+1} \leftarrow q_i + \alpha(2(r_{u,i} - p_u q_i^T)p_u - \beta q_i) \]  

(2.11)

where \( \alpha \) and \( \beta \) are the learning rates. Algorithm 2.2 shows the application of SGD update rules iteratively until convergence.

**Algorithm 2.2 Basic SGD Algorithm for MF**

**Input:** data matrix \( R \), number of factors \( f \), learning rates \( \alpha \) and \( \beta \)

**Output:** optimal matrices \( P \) and \( Q \)

1. Initialize matrix \( P \) and \( Q \) (for example randomly)
2. Repeat
   3. For every \((u,i)\) pair
   4. update \( p_u \) : \( p_u^{new} \leftarrow p_u + \alpha(2(r_{u,i} - p_u q_i^T)q_i - \beta p_u) \)
   5. update \( q_i \) : \( q_i^{new} \leftarrow q_i + \alpha(2(r_{u,i} - p_u q_i^T)p_u - \beta q_i) \)
6. End for
7. Until the cost function converges

Choosing the right values for \( \alpha \) and \( \beta \) is very important in the gradient decent algorithms. If these values are too small, the updates will converge too soon, and if large values are selected, it will not converge.

### 2.2.4 Restricted Boltzmann Machines (RBM)

Restricted Boltzmann Machines (RBM) is another kind of latent factor model that extracts a smaller set of hidden variables from the input data, that can be used as data representation. RBM is a two layer stochastic neural network consisting of visible and hidden units that are connected bidirectionally. Each visible unit is connected to all the hidden units in an undirected form. No visible/hidden unit is connected to any other visible/hidden unit. The stochastic, binary visible units encode user preferences on the items from the training data, therefore the state of every visible unit is known. Hidden units are also stochastic, binary variables that capture the latent features. A probability
$p(v, h)$ is assigned to each combination hidden unit, $h$, and visible unit, $v$:

$$p(v, h) = \frac{e^{-E(v, h)}}{Z}$$  \hspace{1cm} (2.12)$$

where $E$ is the energy of the system and $Z$ is a normalizing factor [59]. $E$ can be defined as follows:

$$E(v, h) = -\sum_{i=1}^{n} \sum_{j=1}^{m} w_{ij} h_i v_j - \sum_{j=1}^{m} b_j v_j - \sum_{i=1}^{n} c_i h_i$$  \hspace{1cm} (2.13)$$

where $m$ and $n$ are the numbers of visible units and hidden units, respectively, $w_{ij}$ is a real valued weight associated with the edge between the units of visible units and hidden units, and $b_j$ and $c_i$ are real valued bias terms associated with the visible units and hidden units respectively. The network graph representation of an RBM is shown in Figure 2.4. The conditional probabilities $p(h_i = 1|v)$ and $p(v_i = 1|h)$ are defined as:

$$p(h_i = 1|v) = \sigma(c_i + \sum_{j=1}^{m} v_j w_{ij})$$  \hspace{1cm} (2.14)$$

$$p(v_j = 1|h) = \sigma(b_j + \sum_{i=1}^{n} h_i w_{ij})$$  \hspace{1cm} (2.15)$$

where $\sigma(x)$ is the logistic function $\frac{1}{1+e^{-x}}$. To train for the weights, a Contrastive Divergence method was proposed by Hinton [59].

Salakhutdinov et al. [60], proposed an RBM framework for CF. Their model assumes one RBM for each user and takes only rated items into consideration when learning the weights. They presented the results of their approach on the Netflix data and showed that their technique was more accurate than Netflix’s own system. The focus of this RBM approach was on evaluating the performance of the proposed system in terms of rating prediction.

### 2.3 Comprehensible Classification Models

In this section, we review interpretable classification models because explanations are related to interpretability of predictive models.
In the context of machine learning, interpretability means “explaining or presenting in understandable terms” [61]. In addition, interpretability and explanations can help to determine if qualities such as fairness, privacy, causality, usability and trust are met [62].

Doshi-Velez and Kim [62] presented a taxonomy of approaches for the evaluation of interpretability in ML models in general: application-grounded, human-grounded, and functionality-grounded. Application-grounded and human grounded evaluation approaches are both user-based, while the functionality-grounded approach does not require human evaluation and uses some definition of the interpretability for the evaluation. Experiments can be designed based on different factors, such as global vs local, which considers the general patterns existing in the model as global, while considering local reasoning behind the specific prediction of the model as local [62]. The former is usually helpful for the designer and developer of the model when understanding or detecting bias or causality in the model. The latter can be aimed at the end user of the systems to understand the justifications of the system decisions.

Ribeiro et al. [63] proposed an explanation technique that explains the prediction of the classifiers locally, using a learned model. Their proposed explanation conveys the relationship between the features (such as words in texts or parts in images) and the predictions; and helps in feature engineering to improve the generalization of the classifier. This can help in evaluating the model to be trusted in real world situations, in addition to using the offline accuracy evaluation metrics.

Freitas [64] reviewed comprehensibility or interpretability of five classification mod-
els (decision trees, decision tables, classification rules, nearest neighbors, and Bayesian network classifiers). It is important to distinguish understanding or interpreting an entire model (which the paper does) from explaining a single prediction (which is the focus of this dissertation). In addition, we note that Freitas overviews the problem from several perspectives and discusses the motivations for comprehensible classifier models, which are:

1. Trusting the model: Regardless of accuracy, users are more prone to trusting a model if they can comprehend why it made the predictions that it did.

2. Legal requirements, in some cases like risk modeling, require a justification in case of denying credit to an applicant.

3. In certain scientific domains such as bioinformatics, new insights can be gained from understanding the model, and can lead to new hypothesis formation and discoveries.

4. In some cases, a better understanding can help detect learned patterns in the classification model that are not really stable and inherent in the domain, but rather result from overfitting to the training data, thus they help detect the data shift problem: i.e., when the new instances deviate in their distribution from past training data; we note that concept drift (i.e. when a previously learned and accurate model no longer fits the new data because of changes in patterns of the data) can be considered as a special case of the data shift.

Understanding the logic behind the model and predictions (in other words, comprehension) can reveal to the user the fact that the (new) data has outpaced the model. The user can then realize that the model has gotten old and needs to be updated with a new round of learning on new data. Various interpretation methods exist depending on the family of classifier models: decision trees, rule sets, decision tables, nearest neighbors. Different studies have shown that the interpretability of entire classifier models depends on the application domain and the data, with findings that sometimes contradict each other. Regardless of all the findings in interpreting models, we note that the task of interpreting an “entire classifier
model” (e.g. a complete decision tree or a set of 500 rules) is different from that of one user trying to understand the rationale behind a “single prediction/recommendation” instance.

That said, we find Freitas’ review to be very important for this work: first he argues that model size alone is not sufficient to measure model interpretability, as some models’ complexity is beyond mere size and small models can actually hurt the user’s trust in the system (a notorious example is decision stump models (1-level trees) in the medical or legal domain which do not offer enough evidence to be able to judge a prediction model and would actually lead to the same explanation for each new test instance. Also, extremely small models would likely suffer in accuracy. Second, the work on interpreting rule-based models and nearest neighbor models can be useful to us because it is closest to the CF mechanisms we study. For nearest neighbor models, Freitas [64] mentions that attribute values of nearest neighbors can help provide explanations for predictions, and that showing these values in decreasing order of relevance (based on an attribute weighting mechanism) is a sensible strategy. Another strategy is to show the nearest prototypes of training instances, for example after clustering the training instances. However, in both of these strategies, Freitas [64] was motivating types of entire models rather than individual prediction explanations in the context of recommending thousands of items.

2.4 Explanation Mechanisms in Collaborative Filtering

Most recommendations are the result of black box systems which do not provide the reasoning behind their suggestions to the user. While the user might trust a recommendation to listen to a song, s/he is less willing to act based on recommendations in higher risk content domains such as renting a holiday resort. Herlocker et al. presented evidence that showed explanations improves the acceptance of recommender systems by the user [65]. The explanation may, or may not reflect the underlying algorithm used by the system. Explanations can be given using words related to item features or user demographic data, but these cannot be done easily in CF approaches. They vary between simple explanation formats such as: “people also viewed” in e-commerce websites [66] to the more recent so-
cial relationships and social tag based explanations [67, 68]. Bilgic & Mooney [69] showed how explaining recommendations can improve the user’s estimation of the item’s quality and help users make more accurate decisions (i.e. user satisfaction). In black box models, the technology behind generating recommendations may not be conveyable to the user. However, one way to provide explanations to justify any recommender system’s output is by providing the system’s past performance. Explanations help provide transparency into these type of systems.

2.4.1 Benefits of Explanation

Explanations can help the user detect errors in recommender systems. The output of recommender systems is prone to error which can be due to data errors or the model not matching the user’s requirements. Data errors are intrinsic characteristics of collaborative filtering systems which can happen because of missing and sparse data, poor or bad data, and high variance data.

In addition to trust and error detection benefits, explanations can add justification and acceptance. Justification gives the user an understanding of the reasoning in the recommendation process which helps the user decide how much confidence to put in the output. Acceptance of a recommender system can be improved after an explanation since the system’s limits and strengths become more visible to the users.

Tintarev and Masthoff [70] studied additional aims of explanations such as trust, effectiveness, and satisfaction. A good explanation would increase the perceived quality of the recommendation and adoption of the recommender system by the user.

We can summarize the benefits of explanation in the following list:

- **Perceived quality and satisfaction:** According to Pu et al., the key factor in a successful recommendation system is its quality, which will affect the acceptance of the system by the user and interaction with the recommender system [71]. Explanation is another factor in increasing the perceived quality. Descriptions and explanations have been found to be correlated with the perceived usefulness of the recommender system,
thereby increasing the overall satisfaction of the user [72].

- **Trust:** Studies by [65, 70, 73] have shown that a good explanation interface could increase users’ trust and satisfaction by providing information to justify the recommendations. This in turn increases user involvement and educates users on the internal logic of the system. Trust in the recommender system also depends on the accuracy of the recommendation. Good explanations may not compensate for poor recommendations, however if a user understands *why* a bad recommendation has been made, they may be more confident in the system.

- **Transparency and scrutability:** Explanations can provide the user with the logic behind the recommendation to clarify how a recommendation was chosen. The importance of transparency also known as “visibility of system status” has been confirmed by user studies of recommender systems [72]. Following transparency, recommender systems should allow the user to correct the reasoning and assumptions made where needed.

- **Persuasiveness:** The recommender system could persuade the user into buying or trying a recommended item, whether the prediction is accurate or not.

- **Effectiveness:** Effectiveness is highly dependent on the accuracy of the recommendation. An effective explanation can assist the user to make better decisions according to their preference, by giving the user a broad range of options, including a new domain, or new range of products.

2.4.2 **Explanation Approaches and Algorithms**

Most recommender systems in the literature are black boxes. Although, a few of them provide some form of explanation, it is still not clear to the user why a specific item is being suggested. This results in users not trusting the suggestions of the recommender system. However, the way that white box models perform are close to the conceptual model of the human recommendation process. Usually white box collaborative filtering systems are
neighborhood based, in which neighboring users are selected based on a similarity measure. The prediction is performed as the process of aggregation of the ratings of the neighbor. This process could end up giving weak recommendations which could be discovered with good explanations.

Based on [69], three different approaches to explanations can be delineated:

1. **Neighbor Style Explanation (NSE):** compile a chart in CF that shows the active user’s nearest CF neighbors’ ratings on the recommended item: these are grouped into 3 categories: bad (ratings of 1-2), neutral (rating 3), and good (4-5). Then showing a histogram of these categories among the nearest 30 neighbors.

2. **Influence style Explanation (ISE):** present a table of those items, that had the most impact on computing the current recommendation. They can be used in both CBF and CF.

3. **Keyword style Explanation (KSE):** analyze the content of recommended items and the user’s profile (interests) to find matching words in CBF.

**NSE approaches:** Generally, neighbor style explanations can be categorized into 3 approaches: item based, user based, and feature based. *Item based* explanations are presented based on the relationship between the user and the set of related items, usually the items that the user has rated. *User based* explanations are presented based on the relationship between the user and similar users. *Feature based* approaches use characteristics of the recommended item.

An in-depth analysis on how to provide explanations of a user-similarity based CF was performed for the MovieLens project [65]. Several ways of presenting auxiliary information about the ratings were scrutinized, such as expert critics, assessment of accuracy or links to ratings made by the correlated users. It was demonstrated that providing good explanations raised a user’s trust; however, some explanations may be actually more harmful than the lack of explanation. A well known style of explanations in collaborative filtering is used by Amazon: “Customers who bought this item also bought ..”. This model implies
that the system retrieved and recommended items from similar users in the neighborhood (i.e., who also bought a common item). Figure 3.5 (3), shows an example of a neighbor style explanation (NSE) for a recommended movie based on the user’s neighbors. This user-based example presents the ratings distribution of the user’s neighbors on three rating levels.

Giving the user information about what type of data is used in the system encourages the user to provide more helpful data of that kind, such as preference ratings. Information about the neighbors selected as the predictors could give the user a chance to examine their ratings and to disregard the recommendations if the right neighborhood is not selected. A good explanation could also help discover weak predictions. Distribution of the ratings of the neighbors on a target item is helpful in identifying whether the prediction is based on enough data or not.

Herlocker et al. [65] compared 20 other explanation systems and found histograms to perform best based on promotion only.

*KSE and ISE approaches:* Bilgic & Mooney [69] proposed a book recommendation system (LIBRA). They argued that the quality of explanation can be measured using two different approaches: the promotion approach or the satisfaction approach. The *promotion approach* favors the explanation that would convince the user to adopt an item, while the *satisfaction approach* favors an explanation that would allow the user to assess the quality of (or how much they like) an item best.

Bilgic & Mooney’s experiments contradicted Herlocker et al.’s findings. One reason is that Herlocker’s experiments measured only “promotion” while Bilgic & Mooney studied both promotion and satisfaction. They proposed KSE and ISE evaluation approaches in addition to NSE. for the ISE approach. They compute 2 influence scores: content and collaborative influence scores, and then scale each one to a common [-100,100] range and average the two. The Content influence of an item = difference between the recommendation scores computed using a Bayesian classifier trained with and without that item. The Collaborative Influence of an item = difference between the CF scores computed with
and without using that item in computing the Pearson’s correlations that are combined to obtain the CF score.

The conclusion from Bilgic & Mooney is that while the NSE style explanations were top performers in Herlocker et al. from the point of view of “promotion”, Bilgic & Mooney found KSE and next ISE explanations to be the top performers from a “satisfaction” perspective.

Other than [69], Vig et al. [68] proposed a KSE explanation based on two key components: 1) tag relevance: the degree indicating how the tag describes an item, and 2) tag preference: the user’s sentiment toward a tag. They introduce tagsplanation, which is generating explanations based on community tags. In their method, they consider a form of content-based explanation. The average of a given user’s ratings of the movies with a specific tag defines how relevant a tag is for that user.

Another KSE approach is presented by McCarthy [74]. Their explanation is knowledge and utility based; that is, based on the users’ needs and interests. The explanation is presented by describing the matched item for the specified requirements from the user. Zhang et al. [75] proposed an Explicit Factor Model (LFM) to generate explainable recommendations. They extracted explicit product features and user opinions using sentiment analysis. [76] studied the impact of personalizing feature-based explanations on effectiveness and satisfaction. Their results showed that personalization was detrimental to effectiveness, though it may improve user satisfaction.

Ardissonoa et al. [77] built a recommendation system that suggests places to visit based on the travelers’ type (e.g. children, impaired). In this case, the explanation comes in the form of the presentation of the recommendation to the user. The demographic information of the user is utilized to group users, and the explanation is focused on the most meaningful types of information for each group.

Billsus and Pazzani [78] presented a keyword style and influence style explanation approach for their news recommendation system which synthesizes speech to read stories to the users. The system generates explanations and adapts its recommendation to the user’s
interests based on the user’s preferences and interests. They ask for a feedback from the user on how interesting the story had been to the user or if the user needs more information. The explanation is then constructed from the retrieved headlines that are closest to the user’s interests. An example of their explanation is: “This story received a [high — low] relevance score, because you told me earlier that you were [not] interested in [closest headline].”

Symeonidis et al. [79] proposed an objective metric, computed as the coverage ratio for a user $U$ for whom a recommendation is being made. This metric is the ratio of the sum of the relevant features in the justification list $J(U)$ to the total sum of relevant features that exist in the user’s feature profile. Starting with a top-n list $L$ of recommended items $L(U) = I_1, ..., I_n$, the justification list $J(U)$ is the list of ordered pairs $J(U) = (f_1, c_1), ..., (f_m, c_m)$, used as justification for the recommendations in $L$. Each ordered pair contains an item content feature $f$, matching the user profile features, with its frequency $c$ inside recommended list $L$.

Their explanations have the form: “Item $x$ is recommended, because it contains features $a, b, ..., which are included in items $z, w, ..., that you have already rated.” Thus their justification style combines the keyword-based style explanations KSE (because of listing features) and the influence style explanations ISE (because of listing items), that were each defined previously in [69]. Their recommendation system was the feature-weighted nearest bicluster (FWNB) algorithm, and they measured the accuracy of the recommendation using precision and recall. Their recommendation is based on finding biclusters containing item content features that have strong partial similarity with the test user. Similarity is a convex combination of two similarities $S = (1 - a)S_1 + (a)S_2$. Similarity $S_1$ is based on agreement between the user and bicluster’s ratings. Similarity $S_2$, referred to as justifiable, is based on agreement between user’s item content features (from the user profile) and a bicluster’s content features. The convex combination can lean toward ratings or justifications in weighing the two similarities by tuning parameter $a$ (this was done empirically to maximize recommendation precision and coverage). The item content features can later be
used for justifying the recommendations.

They extracted the dominant features that influence recommendations by first constructing matrix $F_b$ with element $F_b(i; f)$ denoting the influence of feature $f$ of item $i$ in the biclusters’ neighborhood of a user $u$, while $B_u$ is the set of nearest biclusters of user $u$. The dominant features are those with highest total influence. Then to find the total influence of an item in the user’s neighborhood, they add $F_b(i; f)$ elements of matrix $F_b$ for each individual item $i$, thus, revealing the items that contain the most dominant features. Then they keep the $j (j > N)$ items with the highest aggregated values creating the $B_b$ set of items and furthermore exclude those items from $B_b$ that have already been rated by the test user. The justifiable list consists of the items from the recommend list $L$ that are the most influential in the feature profile of the test user.

They used the 100K movielens benchmark data set and extracted the movie content features from the Internet movie database (imdb). The join process lead to 23 different genres, 9847 keywords, 1050 directors and 2640 different actors and actresses.

Their survey-based user study measured the user satisfaction against KSE, ISE and their own style, called KISE. They designed a user study with 42 pre- and post-graduate students of Aristotle University, who filled out an online survey. Each target user was asked to provide ratings for at least five movies that exist in the Movielens data set. Then, they recommended to each target user a movie, justifying their recommendation by using the three justification styles (a different style each time). Finally, target users were asked to rate (in 1-5 rating scale) each explanation style separately to explicitly express their actual preference among the three styles. Subsequent analysis of the mean and standard deviation of the users’ ratings for each explanation style, found KISE to outperform all other styles. Paired t-tests also concluded that the difference between KISE from KSE and ISE was statistically significant at $p = 0.01$ level.

Although the findings in [79] did not compare with NSE, their study and experiments were similar to those of Bilgic&Mooney [6] who previously found KSE to be the top performer, followed closely by ISE (then by a margin, NSE). However it is worth mentioning
that the data sets in the two studies were different: movielens for [79] vs. books for [69]. Thus, their item content features are different (genre, keywords, directors, actors collected from imdb for movies vs. keywords in the author, title, description, subject, related authors, related titles, that are crawled from Amazon for books). It is easy to see that the content features for the books in LIBRA draw significantly more on Human Expert knowledge (Subject, Related authors and book titles) compared to the imdb-sourced content features of movies in Symeonidis (no related movie titles or related producers).

2.4.3 Explanation Evaluation

Evaluation of explanations in recommender systems require user-based metrics to evaluate the perceived quality of the explanation and the efficiency of the justification of the recommendation provided to the user by the explanation. Pu et al. [71] proposed a method that consists of 60 questions to assess the perceived quality of the recommendations such as usefulness, users’ satisfaction, influence on the users’ intention to purchase the recommended product, and so on. However, this questionnaire was designed for user-based evaluation of the recommender system and not the explanation. Herlocker et al. [65] provided some initial explorations into measuring how explanations can improve the filtering performance of users, but their study was more focused on different aspects of the explanation generation than their evaluation.

The user-based experiments in the two studies are different in two perspectives: Symeonidis et al. [79] used both (i) a quantitative (objective) metric for justification (coverage ratio) which is based on the amount of influence from content features in the justified recommendation list, and (ii) direct user’s 1-5 scale ratings about “how satisfied they are” with each explanation style (KSE, ISE or KISE), while Bilgic & Mooney [69] collected the user’s satisfaction via analysis on their ratings of the explanations before and after examining the recommended item in question.

Furthermore [69] collected the user’s satisfaction without showing them which explanation method was used and most importantly, they collect the user’s satisfaction without
even showing them the item identity before examining the item but only an explanation of why it was recommended) thus allowing to measure the user’s satisfaction with the explanation itself and not merely the recommendation. Bilgic & Mooney’s measure of the quality of an explanation is based on how similar the user’s ratings of the recommendation are before and after examining the recommended item, thus measuring the power of the explanation to convey the true nature of the recommended item, even in cases where the recommended item was rated low by the user, and not merely a promotion-based explanation (which accounts only for highly rated recommended items!).

Despite the apparent limitation of Symeonidis study [79], it remains easier to implement because it does not require that the user examines the item being recommended, and (ii) because it also computes an objective quantitative measure (based on total contribution of the influence of recommended items’ dominant content features relative to the dominant user profile features) and these can be computed directly from the ratings data, recommended lists, and explanations, all of which do not even require actual user-based tests.

2.5 Summary

In this chapter, we reviewed the main collaborative filtering and latent factor techniques in the literature. Also, we reviewed some major explanation techniques used in collaborative filtering. We find that most collaborative filtering approaches use a special type of data, namely ratings. Also, unlike neighborhood-based approaches, model-based collaborative filtering approaches lack a unified way of providing explanations for the recommendations because their underlying means of suggesting an item is mainly based on the user-item ratings and not the actual variables or features describing users and items. In the next chapter, we propose a unified multi-domain MF-based framework to generate explanations while also overcoming the cold-start problem. Also, we present novel explanation-aware latent factor recommender systems based on MF and RBM.
CHAPTER 3

PROPOSED WORK

The different variations of Collaborative Filtering (CF) recommender systems, described in the previous chapter, are generally applied to ratings data. However, in many cases, we have multiple domains or sources of information such as item attributes and user demographic data that we can leverage to improve the performance of the recommender system. Figure 3.1 shows two domains for movie data. Section 3.1 describes our multi-domain recommender system using MF to generate a common latent space based on multiple domains of data, where both recommendations and explanations can be generated. In Section 3.2, we explain how this technique solves the cold-start problem. Most recommender systems generate explanations independent of the recommender module and do not incorporate explainability of items when generating recommendations. In Section 3.4, we propose a novel formulation for explanations in recommender systems. Using explainability as a basis for building recommender systems, we present two explainable latent factor recommender system approaches: Explainable Matrix Factorization (EMF) and Explainable Restricted Boltzmann Machines (ERBM) as presented in Sections 3.6 and 3.7. Finally, in Section 3.8 we conclude this chapter.

Figure 3.1: Example of multiple-domain movie data.
3.1 A Generalized Asymmetric MF-based Framework in Collaborative Filtering

In many cases, we could have multiple domains of data that can be combined to build a more accurate prediction model. In CF, the rating matrix is usually very sparse; however, the item attributes are a great source of information that can be integrated to build a multi-domain model. Koren et al. [15] used movie attributes and demographic data to build a matrix factorization based collaborative filtering model that considers all data domains simultaneously. We propose a multi-domain Asymmetric MF-based approach to exploit multi-modal interactions between user ratings and other domains such as movie genre (in the case of movie recommendation). We use this model to solve the new item cold start problem.

In Asymmetric MF, the latent semantic space is first derived using one domain, then follows an adaptation phase in which the second domain is utilized to fit the former latent space. This results in a common space where the two domains co-exist.

In the case of movie recommendations, the movie attributes, such as movie genres, are almost always available. On the other hand, for some users and movies, no rating data is available and therefore, the rating matrix is very sparse. The ratings can be used as the second domain to adapt to the previously obtained latent space computed from the movie content data. More specifically, the two domains are: Genre-Movie matrix ($R_{t_1}(g \times m)$) and Movie-Ratings matrix ($R_{t_2}(n \times m)$), where $g$ is the number of genres, $m$ is the number of movies, and $n$ is the number of users. The two main steps of the algorithm are as follows:

1. **Build a latent space model based on the item attributes (genre):** This step is the application of the MF to the Movie Genre data ($R_{t_1}(g \times m)$). The decomposed matrix in the latent space is obtained as follows:

$$R_{t_1} \approx P_{t_1} Q_{t_1}^T$$  \hspace{1cm} (3.1)

In this formula, $P_{t_1}(g \times f)$ is the basis matrix of transforming the genre data to the latent space, while $Q_{t_1}(m \times f)$ is the representation of movie items in latent space.
2. **Adapt the basis data in the latent space:** In this step $Q_{t_1}$ is transferred as fixed latent factor coefficients computed from the first step, while estimating only the basis $P_{t_2}(n \times f)$ for the second domain, consisting of the user-item ratings. This constructs a new latent space based on the two domains, Movie Ratings as well as the Movie Genre. Consequently, $Q_{t_1}$ is found to span the semantic space for both ratings and item attributes.

\[
R_{t_2} \simeq P_{t_2}Q^T_{t_1} \tag{3.2}
\]

The objective function to optimize for step one is the standard MF formulation as presented in Eq. 2.7. To solve for this objective function Algorithm 2.2 for using gradient descent is used.

Step one can be solved using gradient descent. With a proper choice of step size, gradient descent converges to a local minimum. In step 2, we note that matrices $R_{t_2}$ and $Q^T_{t_1}$ are already known, thus the problem of solving for $P_{t_2}$ is convex, and can be solved using gradient descent while fixing $Q_{t_1}$. Similar to step one, the update rules to solve for $P_{t_2}$ would be as follows:

\[
P_{t_2}^{(t+1)} \leftarrow P_{t_2}^{(t)} + \alpha(2(R_{t_2}Q^T_{t_1})Q_{t_1}) - \beta P_{t_2}^{(t)} \tag{3.3}
\]

where $\alpha$ is the learning rate and $\beta$ is the regularization coefficient. $Q_{t_1}$ has the role of transferring knowledge from the first domain to the second domain.

The contribution of asymmetric MF to recommender systems is transferring the data from one domain in the latent space to another domain to use the knowledge from both domains and build a richer latent space. Figure 3.2 shows the asymmetric MF framework in collaborative filtering.

### 3.2 A Warm-Up Solution for the Cold-Start Problem

The rating matrix is usually very sparse. When new users enter the system there is not enough information regarding their interest. Also, new items in the system start with
no ratings. This issue is called the cold-start problem which is the most prevalent problem of CF recommender systems. Using multiple domains of data, as is done in some hybrid systems, can help overcome this problem. In this section, we explain how our multi-domain asymmetric MF-based recommender system overcomes the new item cold-start problem [80].

In the case of movie recommendations, the Movie-Genre domain is selected as the first domain to build the genre-movie latent space. Having the genre data available for all movies, regardless of the availability of ratings, this latent space can incorporate new movies as well. The Movie-Ratings is selected as the second domain, which adapts the user-movie basis into the previously built latent space. The learning phases of the algorithm would be:

Training: The two domains used in this framework are the two modalities of the data that share the same data points. Thus, both domains should be split such that equal points in both domains are selected in the training set. To test the cold start, some percentage (e.g. 30%) of the movies are selected as the testing movies, such that no ratings for them are used in the training and only genre features of them are available. The genre features are used as the first domain. For the second domain, the rating data of the same movies from the first domain is used, noting that only movies with at least one ratings are used.

Testing: The ratings for the testing movies (e.g. 30% of the movies) are calculated in this phase. To estimate for the ratings, simply the corresponding row and column of
the target movie in the two decomposed factors are multiplied together. Having the actual ratings of the cold start movies as the ground truth is used in computing and reporting the error.

3.3 Explanation Generation Using Asymmetric MF

In this work, we propose to use the Asymmetric MF (technically, a BB model) to generate explanations in addition to recommendations. This approach makes it possible to use different sources of data for generating explanations and for computing recommendations. We consider our data sources/domains to be the ratings matrix and the item content attributes. Once a user is provided with a recommendation, a chart that shows how the active user’s neighbors have rated the recommended item is presented to the user as an explanation. This method was first proposed and tested in [65]. However, this method gives meaningful results only when the recommendation system is a neighborhood-based CF technique (user-based or item-based), and cannot be used to explain purely content-based approaches. Using our multi-domain MF-based model, it is possible to project multiple domains of data, such as item content attributes (e.g. movie genre) and user ratings onto a shared latent space that provides a common space where data from multiple domains can be compared. Using this feature, we present two neighborhood-based explanation methods: One is user based (known as NSE), and works with the active user’s neighbors in the latent space. The other is item based, and uses the recommended item’s neighbors in the latent space (known as ISE).

3.3.1 NSE-based Explanation Generation in the Latent Space

MF takes the input matrix and decomposes it into two matrices \((R \simeq PQ^T)\). These matrices, \(P\) and \(Q\), encode the new coordinates in a new latent space for the rows and columns (users and items, respectively) of the rating matrix \(R\). Since \(P\) encodes the users in the new space with \(k\) features, the similarity \(S_{i,j}\) between users \(i\) and \(j\) can be computed as follows (but we can use any other similarity measure):
\[ S_{i,j} = P_{i,:} \cdot P_{j,:} = \sum_{k=1}^{f} P_{i,k} P_{j,k} = P_{i,1} P_{j,1} + P_{i,2} P_{j,2} + \ldots + P_{i,f} P_{j,f} \] (3.4)

This can be used to find the top \( l \) similar users to the active user, who rated the recommended item. Algorithm 3.1 summarizes the steps of generating the NSE-based explanation in the latent space. An example of the histogram-based presentation of the NSE, proposed by Herlocker et al. [5] is shown in Figure 3.3.

![Figure 3.3: An NSE-based explanation showing the user’s neighbors’ ratings.](image)

**Algorithm 3.1** NSE-Based Explanation Generation Algorithm in the Latent Space

**Input:** active user \((u)\), recommended item \((i)\), \( P_{n \times f} \), number of neighbors for the active user \((l)\)

**Output:** NSE-based histogram explanation

1. Calculate the similarity matrix \( S \): \( S_{n \times n} = P_{n \times f} \times P_{f \times n}^{T} \)

2. Sort \( S_{u,:} \) in a descending order

3. \( N_u \leftarrow \) Take the first \( l \) elements in \( S_{u,:} \) that have rated item \( i \)

4. Generate the ratings histogram from the ratings of \( N_u \) on the item \( i \)

**3.3.2 ISE-based Explanation Generation in the Latent Space**

An ISE-based explanation, like the NSE-based histogram explanation, requires computing the neighboring items of the recommended item, and therefore computing the similarity between the items. To compute the similarity \( T_{u,v} \) between items \( u \) and \( v \), we use
their encoding coefficients $Q_u$ and $Q_v$ in the latent space computed by MF:

$$T_{u,v} = Q_{u,:}Q_{v,:} = \sum_{k=1}^{f} Q_{u,k}Q_{v,k} = Q_{u,1}Q_{v,1} + Q_{u,2}Q_{v,2} + \ldots + Q_{u,f}Q_{v,f} \quad (3.5)$$

Once the top $l$ similar items have been located from the set of items that the active user has rated before, we generate the item histogram-based explanation (see Algorithm 3.2). Figure 3.4 shows an example of the ISE-based histogram explanation.

Figure 3.4: An ISE-based explanation showing the user’s ratings to the recommended item’s neighbors.

<table>
<thead>
<tr>
<th>Algorithm 3.2</th>
<th>ISE-Based Explanation Generation Algorithm in the Latent Space</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
<td>active user ($u$), recommended item ($i$), $Q_{f \times m}$, number of neighbors ($l$)</td>
</tr>
<tr>
<td><strong>Output:</strong></td>
<td>ISE-based histogram explanation</td>
</tr>
</tbody>
</table>

1. Calculate the similarity matrix $T$: $T_{m \times m} = Q_{m \times f}^TQ_{f \times m}$
2. Sort $T_{i,:}$ in a descending order
3. $N_i \leftarrow$ Take the first $l$ elements in $T_{i,:}$ that active user $a$ have rated
4. Generate the ratings histogram from the rating of user $u$ on the set $N_i$
3.4 Explainability

As described in Section 2.4.2, the three most common explanation styles are Neighbor Style Explanation (NSE), Influence Style Explanation (ISE), and Keyword Style Explanation (KSE) approaches [6], that are based on similar users, similar items, and feature attributes, respectively. NSE and ISE-based formats are usually utilized when the underlying recommender module is user-user or item-item Collaborative Filtering (CF).

An example of NSE is: “Users with similar interest to you have liked this item” which can be represented to the user in the form of a table or histogram (Figure 3.5.1 and 3.5.3).

An example of ISE is: “You will like this item because you rated/liked X,Y,Z,...” as can be presented to the user using the table shown in Figure 3.5.2. NSE is based on similar users and ISE is based on similar items. Note that there is a similar explanation type which is used by some recommender systems, and of the form: “Customers who liked item X also liked item Y,” is not a personalized explanation and it is based on the most commonly bought/clicked items together regardless of the user. Therefore we do not consider this explanation in this study. In Figure 3.5.4, an example of the Keyword Style Explanation (KSE) format is shown [81]. This style is mainly used for content-based or hybrid recommender systems, where the model is built from the features of the movies and user profiles.

Given the definition of NSE, ISE, and KSE, we propose a novel explainability metric for measurement of the explainability of these styles.

3.4.1 NSE-based Explainability

In the NSE type, the explanation is created from the histogram of ratings of similar users’ ratings on the recommended item, as shown in Figure 3.5 (3). This is the general form of the NSE format.

If we divide the histogram by the total counts, we will obtain the empirical density distributions of the similar users’ ratings on the recommended item $i$. Equivalently, this is
the empirical conditional probability of ratings of item \( i \) given the set of similar users for user \( u \), denoted as \( N_u \). For each rating value \( k \) in the set of ratings, \( \kappa \), we can write this probability as:

\[
\Pr(r_{u,i} = k | N_u) = \frac{|N_u \cap U_{i,k}|}{|N_u|} \quad (3.6)
\]

where \( U_{i,k} \) is the set of users who have given rating \( k \) to item \( i \). \( |N_u \cap U_{i,k}| \) is the number of users who have given rating \( k \) to item \( i \), and are similar to user \( u \).

Given Eq. 3.6, for each NSE we can calculate the expected value of the ratings given by the similar users to the recommended item \( i \) as follows:

\[
\mathbb{E}(r_{u,i} | N_u) = \sum_{k \in \kappa} k \times \Pr(r_{u,i} = k | N_u) \quad (3.7)
\]

The expected rating of similar users gives a reasonable and intuitive measure of goodness or strength of an histogram-based NSE explanation. In order to keep the expected values between zero and one, ratings are normalized. We can incorporate this value in our recommendation algorithm to recommend items that have higher value for this expected value. Therefore, explainability of item \( i \) for user \( u \) can be defined as:

Figure 3.5: Four different explanation style formats: (1) NSE, (2) ISE, (3) NSE, (4) KSE.
3.4.2 ISE-based Explainability

For ISE, the set of items similar to the recommended item, that user \( u \) has rated are presented as the explanation. Therefore, if the user has rated more similar items with higher ratings, the ISE would be more explainable or effective. Therefore for ISE, similar to NSE, the histogram of ratings of user \( u \) on similar items can be used to obtain the empirical conditional probability of user \( u \)’s ratings on item \( i \). Given the set of similar items to item \( i \), denoted as \( N_i \), we can write this probability as:

\[
p(r_{u,i} = k|N_i) = \frac{|N_i \cap I_{u,k}|}{|N_i|}
\]  

(3.9)

where \( I_{u,k} \) is the set of items that were given rating \( k \) by user and \( |N_i \cap I_{u,k}| \) is the number of items that were given rating \( k \), given by user \( u \), and are also similar to item \( i \).

Given Eq. 3.9, the expected value for ISE can be calculated as:

\[
E(r_{u,i}|N_i) = \sum_{k \in \kappa} k \times P(r_{u,i} = k|N_i)
\]

When ratings are normalized \( E(r|N_i) \) will be between zero and one. Similar to NSE, the expected value of the ratings of similar items, gives an intuitive metric for measuring goodness or strength of an ISE explanation. We will incorporate this value in our recommendation algorithm as an explainability score and strive to recommend items with higher values for this explainability score.

Therefore, explainability of item \( i \) for user \( u \) can be defined as:

\[
Expl_{ISE}(u,i) = E(r|N_i)
\]

(3.10)

3.4.3 KSE-based Explainability

Keyword style explainability is generally used when a content data is also available in addition to the ratings. For example, the genres of the movies can be used as features.
to generate recommendations along with explanations. Similar to NSE and ISE, in KSE, we also create user-item pairs that are created using the features’ domain and the values measuring the score of explainability of an item for a specific user. For this purpose, user profiles are created using a bag of words technique from the features. A user profile is a row of a users by features matrix and the value of each feature is the count of that feature in the items that the user has rated. Therefore, the explainability score of item \( i \) for user \( u \), using the KSE technique, can be easily calculated by computing the dot product between the user-feature vector of user \( u \) and the item-feature vector of item \( i \):

\[
\text{Expl}_{KSE}(u, i) = \text{User Feature}_u \cdot \text{Item Feature}_i
\]

### 3.5 Explainability Graph

Given a set of users \( U \), a set of items \( I \), and a set of ratings \( r_{ui} \) given by user \( u \) to item \( i \), we capture the explainability of an item relative to a user in a bipartite graph \( G = (V, E) \), with the set of vertices \( V = U \cup I \), and the set of edges \( E \) from the user nodes \( u \in U \) to the item nodes \( i \in I \), \( E = \{e_{ui}|u \in U, i \in I\} \). The edge weights in the explainability graph are stored in matrix \( W \) which represents the explainability of the items to the users. Ideally, the edge weights should be higher for items that can be easily explained and low in the opposite case. We will try to capture this mutual explainability between an item and a user in an explainability score, \( \text{Expl}_{u,i} \), that will depend on the particular rationale that is chosen of the explanations. This can be based on any explanation style: \( \text{Expl}_{NSE} \), \( \text{Expl}_{ISE} \) or \( \text{Expl}_{KSE} \). Based on the \( \text{Expl}_{u,i} \), we define the edge weights in the explainability graph, and further prune any edges with low explainability. We thus define the Explainability Matrix, \( W \), between user-item pairs in the Explainability graph, as follows:

\[
W_{u,i} = \begin{cases} 
\text{Expl}_{u,i} & \text{if } \text{Expl}_{u,i} \geq \theta \\
0 & \text{otherwise}
\end{cases}
\]

where \( \text{Expl}_{u,i} \) is NSE, ISE or KSE and \( ntheta \) denotes a threshold above which we accept item \( i \) to be explainable for user \( u \). \( W_{u,i} \) thus measures the explainability of item \( i \)
Figure 3.6: An example of explainability graph. The blue and the purple nodes are the users and all the other nodes are the items. For the sample user (in color blue), the explainable items are shown in color green.

for user \( u \). In Figure 3.6, an example of the explainability graph is shown.

### 3.6 Explainable Matrix Factorization

MF is a family of latent factor models that have been used with success in CF recommender system [17]. Using MF, a data matrix, \( R \), is factored into two lower-rank approximated matrices \( P \) and \( Q \), in a joint latent space of dimensionality, \( f \), that is much lower than the typically large number of users or items:

\[
R_{n \times m} \simeq P_{n \times f}Q_{m \times f}^T
\]  

(3.13)

MF algorithms learns the factors \( p_u \in \mathbb{R}^f \) and \( q_i \in \mathbb{R}^f \), which are the lower-rank representations of user \( u \) and item \( i \) in dimensionality \( f \). To solve for \( p_u \) and \( q_i \), different approaches, such as stochastic gradient descent (which is particularly attractive for big data), can be used to minimize the error between the approximation \( p_uq_i^T \) and the input rating \( r_{u,i} \), that was given by user \( u \) on item \( i \) [17].

Given the MF definition and the explainability matrix, the objective function for explainable MF to be minimized over the set of known ratings, can be formulated as:

\[
J = \sum_{u,i \in R} (r_{u,i} - p_uq_i^T)^2 + \frac{\beta}{2}(\|p_u\|^2 + \|q_i\|^2) + \frac{\lambda}{2} \|p_u - q_i\|^2 W_{u,i}
\]  

(3.14)

where \( R \) is the set of user-item pairs for which the ratings are available, \( \frac{1}{2}(\|p_u\|^2 + \|q_i\|^2) \) is an
$L^2$ regularization term weighted by the coefficient $β$, and $λ$ is an explainability regularization coefficient that controls the smoothness of the new representation and trade-off between explainability and accuracy [82, 83]. The idea here is that if item $i$ is explainable for user $u$, meaning $W_{u,i} > θ$, then their representations in the latent domain ($q_i$ and $p_u$) should be close to each other, or $p_u - q_i$ is close to zero, in order for the objective function to be minimized.

To minimize the objective function, we use stochastic gradient descent, which has been used successfully to solve MF for CF with big data sets [84–86]. For a given training $r_{ij}$, the updates for $p_u^{(t+1)}$ and $q_i^{(t+1)}$ can be obtained as follows:

$$
\begin{align*}
    p_u^{(t+1)} &\leftarrow p_u^{(t)} + α(2(r_{u,i} - p_u q_i^T)q_i - βp_u - λ(p_u - q_i)W_{u,i}) \\
    q_i^{(t+1)} &\leftarrow q_i^{(t)} + α(2(r_{u,i} - p_u q_i^T)p_u - βq_i + λ(p_u - q_i)W_{u,i})
\end{align*}

(3.15)
$$

where $α$ is the step size. With a proper choice of step size, gradient descent converges to a local minimum. Proof of convergence of Eq. 3.14 is provided in Section 3.6.1. The overall algorithm for Explainable-MF is presented in Algorithm 3.3.

### 3.6.1 Proof of Convergence of EMF

To prove the convergence of EMF using stochastic gradient descent, we can write the objective function $J$ (Eq. 3.14) in matrix format as follows:

$$
J = Tr( RR^T ) - 2Tr(RQP^T) + Tr(PQ^TQP^T) + \frac{β}{2} Tr(PP^T) + \frac{β}{2} Tr(QQ^T) + \frac{λ}{2} (Tr(P^TD^P P) + Tr(Q^TD^Q Q) - 2Tr(P^T W Q)) x
$$

(3.16)

where $D^p_{u,u} = \sum_l W_{u,l}$ and $D^q_{i,i} = \sum_l W_{l,i}$.

**Theorem:** The objective function $J$ is nonincreasing under the updating rules in Eq. 3.15.

We need to prove that $J$ is non-increasing under the updating rules. To prove this, we use an auxiliary function. $G(p, p')$ is an auxiliary function for $F(p)$ if the following conditions are satisfied:
\[ G(p, p') \geq F(p), \quad G(p, p) = F(p). \] (3.17)

**Lemma:** If \( G \) is an auxiliary function of \( F \), then \( F \) is non-increasing under the update:

\[ p^{(t+1)} = \arg\min_p G(p, p^{(t)}). \] (3.18)

**Proof:** \( F(p^{(t+1)}) \leq G(p^{(t+1)}, p^{(t)}) \leq G(p^{(t)}, p^{(t)}) = F(p^{(t)}). \)

Since \( J \) is not a convex function, minimization can be performed iteratively with respect to \( P \) and \( Q \) separately in each iteration. To prove the convergence of \( J \), we show that each update rule converges separately.

**Proof with respect to \( P \):**

Considering any element \( p_{u,a} \) in \( P \), we use \( F_{u,a} \) to denote the part of \( J \) that is only relevant to \( p_{u,a} \). Since the updates are element-wise, it is sufficient to show that \( F_{u,a} \) converges under the update rule (Eq. 3.15). Therefore, the derivative of \( J \) with respect to \( p_{u,a} \) can be obtained as:

\[ F'_{u,a} = \left( \frac{\partial J}{\partial P} \right)_{u,a} = (-2RQ + 2PQQ^T + \beta P + \lambda DP - \lambda WP)_{u,a} \] (3.19)

\[ F''_{u,a} = \left( \frac{\partial^2 J}{\partial P^2} \right)_{u,a} = (2QQ^T)_{u,a} + \beta + (\lambda D)_{u,u} \] (3.20)

**Lemma:** Function

\[ G(p, p_u^{(t)}) = F_{u,a}(p_u^{(t)}) + F'_{u,a}(p_u^{(t)})(p - p_u^{(t)}) \]

\[ + \frac{(2PQQ^T + \beta P + \lambda DP)_{u,u} (p - p_u^{(t)})^2}{p_u^{(t)}_{u,a}} \] (3.21)

is an auxiliary function for \( F_{u,a} \).

**Proof:** It is obvious that \( G(p, p) = F_{u,a}(p) \). Therefore, we need to only show that \( G(p, p_u^{(t)}) \geq F_{u,a}(p) \). Using the Taylor series expansion of \( F_{u,a} \), we have

\[ F_{u,a}(p) = F_{u,a}(p_u^{(t)}) + F'_{u,a}(p_u^{(t)})(p - p_u^{(t)}) + (2QQ^T + \beta P + \lambda DP)_{u,a} (p - p_u^{(t)})^2 \] (3.22)

therefore we need to only show that

\[ \frac{(2PQQ^T + \beta P + \lambda DP)_{u,u} (p - p_u^{(t)})^2}{p_{u,a}^{(t)}} \geq (2QQ^T + \beta + \lambda DP)_{u,a} \] (3.23)
because

\[ 2(PQQ^T)_{u,a} = 2 \sum_{l=1}^{f} p_{u,l}^{(t)}(QQ^T) \geq 2p_{u,a}^{(t)}(QQ^T) \]  
(3.24)

and

\[ \lambda(Dp)_{u,a} = \lambda \sum_{l=1}^{n} Dp_{u,l} p_{u,a}^{(t)} \geq \lambda Dp_{u,a} p_{u,a}^{(t)} \]  
(3.25)

Thus, Eq 3.22 holds. To prove the theorem, we replace \( G(p,p^{(t)}) \) in eq. 3.17 by eq. 3.20, and keep only the terms that depend on \( p \):

\[
\begin{align*}
\arg\min_p G(p,p^{(t)}) &= \arg\min_p \{ F'_{u,a}(p_{u,a}^{(t)}) \} + \left[ \frac{2(PQQ^T + \beta P + \lambda Dp)_{u,a}}{p_{u,a}^{(t)}} \right] p^2 \\
&= \arg\min_p \left\{ \left[ (2PQQ^T + \beta P + \lambda Dp)_{u,a} \right] F'_{u,a}(p_{u,a}^{(t)}) \right\} \\
&= \arg\min_p \left\{ \left[ (2PQQ^T + \beta P + \lambda Dp)_{u,a} \right] F'_{u,a}(p_{u,a}^{(t)}) \right\} + p^2 - 2p(p_{u,a}^{(t)}) \\
&= \arg\min_p \left\{ \left[ (2PQQ^T + \beta P + \lambda Dp)_{u,a} \right] F'_{u,a}(p_{u,a}^{(t)}) \right\} + p^2 - 2p(p_{u,a}^{(t)}) \\
&= \arg\min_p \left\{ p - (p_{u,a} - \eta F_{u,a}(p_{u,a}^{(t)})) \right\}^2 \\
\end{align*}
\]  
(3.26)

where

\[ \eta = \frac{p_{u,a}^{(t)}}{2(2PQQ^T + \beta P + \lambda Dp)_{u,a}} \]  
(3.30)

It is easy to see that this function is minimized at the equation for the value of \( p_{u,a}^{(t+1)} \).

**Proof with respect to \( Q \):**

Similar to \( P \), considering any element \( q_{a,i} \) in \( Q \), we use \( F_{a,i} \) to denote the part of \( J \) that is only relevant to \( q_{a,i} \).

\[
F'_{a,i} = \left( \frac{\partial J}{\partial Q} \right)_{a,i} = (-2RT + 2QPP^T + \beta Q + \lambda Dq - \lambda PW)_{a,i} \\
F''_{a,i} = \left( \frac{\partial^2 J}{\partial Q^2} \right)_{a,i} = (2PP^T)_{a,a} + \beta + (\lambda Dq)_{a,a} \]  
(3.31)

The rest of the proof is straightforward and similar to the case of \( P \).

### 3.6.2 Explainability Effect in the Latent Space

The explainability term used in the objective function \( J \), results in items with higher explainability for the user to be located close to that user in the latent space, while keeping
Algorithm 3.3 Explainable Matrix Factorization (EMF)

**Input:** data matrix $R$, number of factors $f$, number of neighbors $k$, $\alpha$, $\beta$, and $\lambda$.

**Output:** $P$ and $Q$

1. **for** each user $u$:
   (a) calculate $N_k(u)$ using Cosine similarity
2. **end for**
3. **for** each user-item pair $(u, i)$:
   (a) calculate $W_{u,i}$ using eq. 3.12
4. **end for**
5. initialize matrices $P$ and $Q$
6. **for** each $r_{u,i}$ from the training:
   (a) solve for $p_{u}^{new}$ and $q_{i}^{new}$ using the update rule in eq. 3.15
7. **end for**

The prediction error of the ratings small. This can be shown with an example. For $f = 2$ latent factors, we can plot the items and users in the latent space in a two-dimensional plot. In Figure 3.7, we plot the items and two sample users, A and B, in the latent space obtained using EMF and standard MF which excludes the explainability term. A sample user node is shown in black. The nodes in green color, are similar items in the latent space such that their cosine similarity with the user is more than 0.7. Items with normalized explainability value larger than 0.7, calculated using $EMF_{NSE}$, when $N(u) = 20$, are shown in red. All the other item nodes are shown in cyan color. Both EMF and MF techniques have predicted a sufficient set of relevant items close to the test users that can be suggested. However, the main difference is in the placement of explainable items in red. Using EMF, for both test users, explainable items, shown as red points, are factorized and located close to the user, however using MF which excludes the explainability term when estimating the factors $f_1$ and $f_2$, red points are spread throughout the whole space. In other words, EMF captures explainability in the latent factors and factorizes the users and items such that explainable items are located among the relevant items for the recommendation, without decreasing the
Figure 3.7: Red points = explainable items, green points = relevant items, Cyan points = remaining items, black point = sample user. For two sample users (top and bottom rows), the items are represented in the latent space ($f = 2$, for visualization purpose). In each case, EMF has resulted in explainable items to be located closer to the user and in the green area (relevant items for recommendations).

accuracy in recommending relevant items with large enough cosine similarity.

Table 3.1, we list the mean and the standard deviation of the number of explainable items in the top-$n$ recommendation for all the test users, calculated using EMF and MF. It can be observed that EMF has significantly increased the number of explainable items selected in the recommendation lists compared to the standard latent factor model (MF).

3.7 Explainable Restricted Boltzmann Machines

Unlike the traditional RBM, which is agnostic to explanations, we propose a constrained RBM model that takes explainability into account with an additional visible layer, $v'$, with $m$ nodes, where $m$ is the number of items. Each node, $v'$ has a value between
Number of explainable items in the top-10 recommendation generated using EMF has larger mean and standard deviation than using MF technique. Paired T-test on the difference showed the EMF has improved at 1% level or higher ($p_{-value} = 7.784e-12$).

<table>
<thead>
<tr>
<th>t-test</th>
<th>MF</th>
<th>EMF</th>
<th>diff (EMF,MF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>9.058</td>
<td>9.169</td>
<td>-0.111</td>
</tr>
<tr>
<td>std.</td>
<td>0.305</td>
<td>0.394</td>
<td>-0.4931</td>
</tr>
</tbody>
</table>

0 and 1, indicating the explainability score of the relative item to the current user in the iteration, calculated as explained in Section 3.5. The idea is to define a joint distribution over hidden nodes and visible nodes, conditional on the explainability scores. The energy function of the system, $E$, can be defined as follows:

$$E(v, h) = -\sum_{i=1}^{m} \sum_{j=1}^{n} w_{ij} h_i v_j - \sum_{j=1}^{m} b_j v_j - \sum_{i=1}^{n} c_i h_i - \sum_{i=1}^{n} \sum_{j=1}^{m} w'_{ij} h_i v'_j - \sum_{j=1}^{m} b'_j v'_j$$ (3.33)

where $m$ and $n$ are the numbers of visible units and hidden units respectively, $w_{ij}$ is a real valued weight associated with the edge between the units of visible units and hidden units, $w'_{ij}$ is a real valued weight associated with the edge between the units of explainability units and hidden units; and $b_j$, $b'_j$ and $c_i$ are real valued bias terms associated with the visible, explainability and hidden units, respectively.

Figure 3.8 presents the conditional RBM model with explainability. Similar to [59], the $p(h_j = 1|v,v')$, $p(v_i = 1|h)$, and $p(v'_i = 1|h)$ are defined as:

$$p(h_i = 1|v,v') = \sigma(c_i + \sum_{j=1}^{m} v_j w_{ij} + \sum_{j=1}^{m} v'_j w'_{ij})$$ (3.34)

$$p(v_j = 1|h) = \sigma(b_j + \sum_{i=1}^{f} h_i w_{ij})$$ (3.35)

$$p(v'_j = 1|h) = \sigma(a_j + \sum_{i=1}^{f} h_i w'_{ij})$$ (3.36)

where $a$, $b$ ,and $c$ are biases of the nodes, $m$ and $f$ are the numbers of visible and hidden units, respectively, and $w$ and $w'$ are the weights of the edges in the network. $\sigma(x)$ is the logistic function $\frac{1}{1+e^{-x}}$ [87].
To learn the values in $w$ and $w'$, we follow an approximation to the gradient of a different objective function called Contrastive Divergence (CD) [88]:

$$
\Delta w_{ij} = \epsilon_w (\langle v_j h_i \rangle_{data} - \langle v_j h_i \rangle_{recom}) \tag{3.37}
$$

where $w_{ij}$ is an element of a learned matrix that models the effect of ratings on $h$. Learning $w'$, which is the effect of explainability on $h$, using CD, is similar and takes the form:

$$
\Delta w'_{ij} = \epsilon_{w'} (\langle v'_j h_i \rangle_{data} - \langle v'_j h_i \rangle_{recom}) \tag{3.38}
$$

3.8 Summary

In this chapter, we proposed new explainable latent factor-based recommendation algorithms based on Matrix Factorization and on Restricted Boltzmann Machines. We also presented a MF-based method for building multiple-domain recommendation systems. In addition to providing explanations based on multiple domains, this approach also addresses the most common problems of CF recommender systems which is the cold-start problem. We explained how our approach solves the new item cold-start problem even if no rating data is available at all for a specific item. In addition to the ability to make predictions for new users or new items, any recommender system should have the ability to effectively explain its recommendations to users. Without explanation, even if the results are very
accurate, there is a lower chance for the system to be adopted by the users. One goal of any recommender system is to help users make more accurate decisions when choosing an item and this is more achievable when an explanation is provided. We showed how our proposed recommender system integrates explainability with other input data such as ratings or genre data to suggest explainable recommendations. In the next chapter, we will present experiments that confirm the superiority of our proposed techniques compared to existing methods in the literature.
CHAPTER 4

EXPERIMENTAL EVALUATION

In this chapter, we present the results for the methods explained in Section 3. First, we present the proposed multi-domain MF-based recommender system results its capability to handle the cold-start problem; then, the results for EMF and ERBM techniques are presented. Finally, we present the user study experiment design and results. The chapter ends with the summary section.

4.1 Cross-modal MF-based CF

We tested our cross-modal asymmetric MF technique for CF on the Movielens [89] dataset which consists of 100,000 ratings, on a scale of 1 to 5, for 1700 movies and 1000 users.

The data is first split into training and test sets such that 10% of the latest ratings from each user are selected for the test set and the remaining 90% of the ratings are used in the training set.

We vary $f$ and present the results in terms of Root Mean Square Error (RMSE). RMSE is given by:

$$RMSE = \sqrt{\frac{\sum_{r_{ij} \in R^{test}} (r_{ij} - p_i q_j^T)^2}{|R^{test}|}}$$  \hspace{1cm} (4.1)

Figure 4.7 shows that by increasing $f$, the RMSE on test data has increased. For each $f$, the RMSE has decreased monotonically in each iteration, until convergence. In the second experiment, we investigate the performance of our approach on the item-based cold start problem. The test set is selected by choosing a different percentage of all 1700 movies (from 5% to 50%) randomly. All the ratings of the selected movies are changed to unrated to test
TABLE 4.1

Top-5 rated movies by Sample User A, along with the movies’ genres.

<table>
<thead>
<tr>
<th>Top-5 rated movies</th>
<th>Genres</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fargo (1996)</td>
<td>Comedy, Romance</td>
</tr>
<tr>
<td>Postino Il (1994)</td>
<td>Drama, Romance, War</td>
</tr>
<tr>
<td>Leaving Las Vegas (1995)</td>
<td>Drama, Romance</td>
</tr>
<tr>
<td>L.A. Confidential (1997)</td>
<td>Drama, Romance</td>
</tr>
</tbody>
</table>

the impact of cold-start. We compared our algorithm with the following approaches:

- Standard latent factor model as Matrix Factorization
- Content Boosted Collaborative Filtering (CBCF) [90]

CBCF is the state of the art hybrid technique using both ratings and content data. For MF and Asymmetric MF, $f$ is set to 5. All the experiments were repeated 10 times and the average metrics are reported in Figure 4.8.

For a sample user, A, the top-5 rated items and their genres are shown in Table 4.1. The frequency of the genres of the movies rated by this user is shown in Figure 4.1. The three most rated genres of user A are: drama, comedy and romance. The recommendations along with their explanations are obtained using the proposed asymmetric MF, when $f = 5$ and the number of neighbors around the users or the items for generating NSE or ISE is set to 50. Top-3 recommendations along with their genres are presented in Table 4.2. Corresponding NSE and ISE-based explanations generated in the latent space for the top-3 recommendations are shown in Figures 4.2 and 4.3.

For another sample user, B, results similar to user A are obtained and presented in Tables 4.3 and 4.4, and Figures 4.4, 4.5, and 4.6.

4.2 Explainable Matrix Factorization (EMF)

We tested our approach on the benchmark MovieLens [89] ratings data which consists of 100,000 ratings, on a scale of 1 to 5, for 1700 movies and 1000 users. The ratings data is
TABLE 4.2

Top-3 recommended movies to Sample User A, along with the movies’ genres.

<table>
<thead>
<tr>
<th>Top-3 recommendations</th>
<th>Genres</th>
</tr>
</thead>
<tbody>
<tr>
<td>In Love and War (1996)</td>
<td>Romance, War</td>
</tr>
<tr>
<td>Friday (1995)</td>
<td>Comedy</td>
</tr>
<tr>
<td>Little City (1998)</td>
<td>Comedy, Romance</td>
</tr>
</tbody>
</table>

Figure 4.1: Genre frequency of the rated movies by Active User A.

TABLE 4.3

Top-5 rated movies by Sample User B, along with the movies’ genres.

<table>
<thead>
<tr>
<th>Top-5 rated movies</th>
<th>Genres</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hate (Haine La) (1995)</td>
<td>Drama</td>
</tr>
<tr>
<td>Bottle Rocket (1996)</td>
<td>Comedy</td>
</tr>
<tr>
<td>Trainspotting (1996)</td>
<td>Drama</td>
</tr>
<tr>
<td>The Last Supper (1995)</td>
<td>Drama, Thriller</td>
</tr>
<tr>
<td>The Godfather (1972)</td>
<td>Action, Crime, Drama</td>
</tr>
</tbody>
</table>
Figure 4.2: Corresponding Top-3 NSE-based explanations generated for the recommendations shown in Table 4.2. Recommendations/explanations are generated using asymmetric MF for Sample User A.
Figure 4.3: Corresponding Top-3 ISE-based explanations generated for the recommendations shown in Table 4.2. Recommendations/explanations are generated using asymmetric MF for Sample User A.
TABLE 4.4

Top-3 recommended movies to Sample User B, along with the movies’ genres.

<table>
<thead>
<tr>
<th>Top-3 recommendations</th>
<th>Genres</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pete’s Dragon (1977)</td>
<td>Adventure, Animation, Musical</td>
</tr>
<tr>
<td>The Cook the Thief His Wife and Her Lover (1989)</td>
<td>Drama</td>
</tr>
<tr>
<td>Boomerang (1992)</td>
<td>Comedy, Romance</td>
</tr>
</tbody>
</table>

Figure 4.4: Genre frequency of the rated movies by Active User B.

first split into training and test sets such that 10% of the ratings from each user are selected for the test set and the remaining 90% of the ratings are used in the training set. For the content data in feature-based techniques, the benchmark movie-genre dataset from the same Movielens data is used. The content consists of 19 genres for the movies. Each movie is represented with one or more genres. The list of genres available are as follows: action, adventure, animation, children’s, comedy, crime, documentary, drama, fantasy, film-noir, horror, musical, mystery, romance, sci-fi, thriller, war, western, and other.

We compare our results with several nearest neighbor based or MF-based collaborative filtering and hybrid baseline methods that are most related to our approach:

- A standard latent factor model, namely Matrix Factorization (MF) [17]
Figure 4.5: Corresponding Top-3 NSE-based explanations generated for the recommendations shown in Table 4.4. Recommendations/explanations are generated using asymmetric MF for Sample User B.
Figure 4.6: Corresponding Top-3 ISE-based explanations generated for the recommendations shown in Table 4.4. Recommendations/explanations are generated using asymmetric MF for Sample User B.
Figure 4.7: RMSE calculated over the testing data with each iteration decreases. The setting for this experiment is $\alpha = 0.001$ and $\beta = 0.01$, when varying $f$.

- Probabilistic Matrix Factorization (PMF) [91]
- User-Based (UB) top-$n$ CF [92]
- Item-Based (IB) top-$n$ CF [93]
- Content Boosted Collaborative Filtering (CBCF) [90]

We compare our approach to the baselines in terms of their top-$n$ recommendation list. Therefore, for MF-based techniques, the top-$n$ recommendation list for each user is generated by selecting the top-$n$ items with highest dot product score between the user and the items’ representations in the latent space. Standard user-based and item-based nearest-neighbor techniques are the state of the art top-$n$ CF techniques that do not require content data. We use the cosine similarity to find the similar users/items when generating the explainability matrix. The parameters are tuned using cross-validation. Figure 4.9, shows the objective function decreasing in each iteration and eventually converging. In this experiment, for all three EMF techniques, we set $f = 5$ and set the neighborhood size around users or items, collectively denoted as $|N_i|$ to 50. The explainability threshold $\theta$ is set to zero.
4.2.1 Recommender System Evaluation

To evaluate the top-$n$ recommendation results, we use two of the most common top-$n$ metrics: Mean Average Precision (MAP) at cutoff 50 and Area Under Curve (AUC), calculated by varying the size of the top-$n$ recommendation list. Table 4.10 shows the MAP and AUC results when varying the number of factors, $f$. For EMF techniques, the neighborhood size around users or items, collectively denoted as $|N|$, is set to 50. Other
Figure 4.9: Objective function, J, calculated over the training data in each iteration decreases until convergence. The setting for this experiment is $f = 5$, $|N| = 50$, and $\theta = 0$ for all three explanation styles.

parameters are tuned and the best are found to be as follows: $\alpha = 0.001$, $\beta = 0.01$, $\lambda = 0.005$. For $f = 5$, PMF has higher accuracy than $EMF_{NSE}$, but by increasing $f$, the MAP and AUC of PMF exceed those of $EMF_{NSE}$. For $f = 5$, MF outperforms both EMF methods. This can be attributed to the impact of the explainability constraint on the learned hidden factors that result in a decrease in the accuracy for small $f$. Except for $f = 5$, $EMF_{ISE}$ has the lowest accuracy comparing to $EMF_{NSE}$ and $EMF_{KSE}$. This is because people usually tend to rate a small set of items. Therefore ISE-based explainability values, which are based on the similar set of items, are usually lower than those of NSE and KSE. Table 4.11 presents the MAP and AUC results when the neighborhood size around the users or items, denoted as $|N|$, is varied. Both CF techniques, user-based (UB) and item-based (IB) nearest neighbor techniques have lower MAP and AUC values compared to other techniques, when varying $|N|$. This is because memory based approaches generally have lower accuracy due to considering only local samples for generating recommendation lists. Since $EMF_{KSE}$ is not neighborhood-based, its MAP and AUC do not change when varying $|N|$. For $|N| = 5$, $EMF_{KSE}$ outperforms other techniques. By increasing $|N|$, $EMF_{ISE}$ outperforms other techniques. However, increasing $|N|$ can affect the NSE based explainability values more than ISE and therefore decrease the accuracy.
Using asymmetric MF technique both NSE and ISE can be generated automatically for the recommended item, as opposed to neighbor-based CF or the item-item CF technique where it is only NSE-based or ISE-based.

4.2.2 Explainability Evaluation

To further assess the quality of the proposed approach, it is important to compare the results with other approaches in terms of their explainability. Note that in this work,
we are not proposing a new explanation format that requires user evaluation. However, we can evaluate the top-$n$ recommendations in terms of explainability of the suggestion list. We measure explainability using the mean explainability precision and mean explainability recall metrics [82]. At top-$n$ recommendation, Explainability Precision, denoted as $xP$, is defined as the proportional of explainable items in the top-$n$ recommendation list for each user, $u$:

Figure 4.11: Comparison of accuracy when varying $|N|$. 
Figure 4.12: Comparison of user based $x_P$, $x_R$, and $xF\_score$ when varying $f$. For EMF techniques we set $|N| = 50$. 
Figure 4.13: Comparison of item based $x_P$, $x_R$, and $xF_{score}$ when varying $f$. For EMF techniques we set $|N| = 50$. 
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Figure 4.14: Comparison of feature based $x_P$, $x_R$, and $x_F$ scores when varying $f$. For EMF techniques we set $|N| = 50$. 
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Figure 4.15: Comparison of user based $x_P$, $x_R$, and $xF\_score$ when varying $|N_u|$.
Figure 4.16: Comparison of item based $xP$, $xR$, and $xF_{score}$ when varying $|N_i|$. 
\[ x_P = \frac{|\{i : i \in top - n, Expl_{u,i} > \theta\}|}{|top - n|} \]  
\[ (4.2) \]

Similar to the recall metric, we define *Explainability Recall*, denoted as \( xR \), as the proportion of explainable items in the top-\( n \) recommendation list for each user:

\[ xR = \frac{|\{i : i \in top - n, Expl_{u,i} > \theta\}|}{|Expl_{u,i} > \theta|} \]  
\[ (4.3) \]

The mean \( xP \) and Mean \( xR \), which are the average values of \( xP \) and \( xR \) over all users, are calculated with the three different explainability formulations: UB, IB and KSE.

To combine both \( xP \) and \( xR \) metrics, we define the Explainability F-score, noted as \( xF_{score} \) which is the harmonic mean of \( xP \) and \( xR \), as follows:

\[ xF_{score} = 2\left(\frac{xP \cdot xR}{xP + xR}\right) \]  
\[ (4.4) \]

Based on the explainability type used in calculating \( Expl_{u,i} \), the explainability metrics \( xP \), \( xR \) and \( xF_{score} \) can be either user-based, item-based or feature-based. Figures 4.12, 4.13, and 4.14 present the \( xP \), \( xR \) and \( xF_{score} \) results, when varying \( f \) for each type of explainability, NSE, ISE, and KSE, respectively. For EMF techniques, |\( N \)| is set to 50. Figure 4.12 presents the comparison results of explainability metrics between the \( EMF_{NSE} \) technique and PMF and MF methods, when varying \( f \). To compute \( xP \), \( xR \) and \( xF_{score} \) for PMF and MF, \( Expl_{u,i} \) between the user-item pairs is calculated using Eq. 3.8. \( EMF_{NSE} \) has higher \( xP \) and \( xR \) values comparing to other techniques. As a result, the \( xF_{score} \) of \( EMF_{NSE} \) is higher. Figure 4.13 presents the comparison results of explainability metrics between the \( EMF_{ISE} \) technique and PMF and MF methods, when varying \( f \). To compute \( xP \), \( xR \) and \( xF_{score} \) for PMF and MF, \( Expl_{u,i} \) between the user-item pairs is calculated using Eq. 3.10. When \( f < 50 \), \( EMF_{ISE} \) has higher \( xP \) and \( xR \) and therefore \( xF_{score} \) values than other techniques. For \( f = 50 \), MF has higher values for all explainability metrics. This can be due to the lower effect of the explainability constraint when a larger number of factors is used in the optimization of the error between the actual ratings and estimations. Figure 4.14 presents the comparison results of explainability
TABLE 4.5: Performance of the EMF when varying $\theta$.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$EMF_{UB}$</th>
<th>$EMF_{IB}$</th>
<th>$EMF_{KSE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAP AUC xP xR</td>
<td>MAP AUC xP xR</td>
<td>MAP AUC xP xR</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0113 0.5976 0.3287 0.2448</td>
<td>0.0119 0.6027 0.3074 0.0941</td>
<td>0.0141 0.6695 0.9782 0.0601</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0118 0.6156 0.1714 0.2018</td>
<td>0.0111 0.6257 0.1437 0.082</td>
<td>0.0141 0.6845 0.9782 0.0601</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0115 0.6128 0.0713 0.2001</td>
<td>0.0097 0.5574 0.0433 0.0560</td>
<td>0.0138 0.6645 0.8313 0.0508</td>
</tr>
<tr>
<td>1</td>
<td>0.0117 0.6373 0 0</td>
<td>0.0104 0.5831 0 0</td>
<td>0.0148 0.5432 0.3398 0.0205</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.0115 0.6158 0.1429 0.1614</td>
<td>0.0107 0.5922 0.1236 0.0582</td>
<td>0.0141 0.6404 0.7821 0.0478</td>
</tr>
</tbody>
</table>

metrics between the $EMF_{KSE}$ technique and PMF and MF methods, when varying $f$. To compute $x_P$, $x_R$ and $x_F$-score for PMF and MF, $Expl_{u,i}$ between the user-item pairs $(u,i)$ is calculated using Eq. 3.11 for the MovieLens movie-genre dataset. Using feature-based or keyword style explainability for calculating $x_P$, $x_R$ and $x_F$-score metrics, MF has higher $x_P$, but lower $x_R$ comparing to $EMF_{KSE}$. However, in terms of $x_F$-score, which combines $x_P$ and $x_R$, $EMF_{KSE}$ outperforms other techniques.

Similar to $f$, $|N|$ is varied and the explainability results are shown in Figures 4.15 and 4.16 when explainability is calculated using NSE and ISE, respectively. Note that KSE-based explainability is independent of the variable $|N|$. For EMF techniques, $f$ is set to 10. Figure 4.15 shows that $EMF_{NSE}$ outperforms other techniques in terms of explainability, when varying the neighborhood size around the users, $|N_u|$. Figure 4.16 also shows that $EMF_{ISE}$ outperforms other techniques in terms of explainability, when varying the neighborhood size around the items, $|N_i|$.

To study the effect of the threshold in Eq. 3.12, $\theta$, on the explainability and accuracy of the recommendations, we varied $\theta$, while fixing all the other parameters (Table 4.5). For all three EMF techniques, $x_P$ and $x_R$ decrease by increasing the threshold, $\theta$. $EMF_{KSE}$ has a higher $x_P$ comparing to $EMF_{NSE}$ and $EMF_{ISE}$, while $EMF_{NSE}$ has higher $x_R$ comparing to the other two EMF techniques when $\theta < 1$. When $\theta = 1$, almost no user-based or item-based neighbor had a value of one. This is because users usually tend to rate a small set of items.
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4.3 Explainable Restricted Boltzmann Machines (ERBM)

Similar to EMF, we tested our approach on the MovieLens ratings data which consists of 100,000 ratings on a scale of 1 to 5, for 1700 movies and 1000 users [89]. For the content data in feature-based techniques, the benchmark movie-genre dataset from the same MovieLens data is used. The dataset consists of 19 genres for the movies. Each movie is represented with one or more genres. The list of genres available are as follows: action, adventure, animation, children’s, comedy, crime, documentary, drama, fantasy, film-noir, horror, musical, mystery, romance, sci-fi, thriller, war, western, and other.

The data is split into training and test sets such that 10% of the latest ratings from each user are selected for the test set and the remaining are used in the training set. Ratings are normalized between 0 and 1, to be used as RBM input. Each Experiments is run 10 times and the average results are reported. Figure 4.17 shows the MAP and AUC results of the three ERBM techniques comparing to the standard RBM.

Figures 4.17 and 4.18 present the accuracy of the ERBM techniques in terms of MAP and AUC techniques when varying $f$ or $|N|$. ERBM techniques have higher MAP but lower AUC compared to the RBM model.

Figure 4.19 presents the comparison of $ERBM_{UB}$ with RBM in terms of $xP$, $xR$, and $xF_{score}$ when the explainability is calculated using the $Exp_{NSE}$ formulation (Eq. 3.8) and $f$ is varied. In the cases where RBM outperforms $ERBM_{UB}$ in terms of $xP$, RBM has lower $xR$ results. As a result, $ERBM_{UB}$ has a higher $xF_{score}$ comparing to RBM.

Figure 4.20 shows the results of comparing $ERBM_{IB}$ with RBM when the explainability metrics are calculated using the ISE formulation (Eq. 3.10) and when $f$ is varied. $ERBM_{IB}$ outperforms RBM in terms of $xP$, $xR$, and $xF_{score}$.

Figure 4.21 presents the comparison of $ERBM_{KSE}$ with RBM using the keyword style explainability formulation (Eq. 3.11), when varying $f$. RBM outperforms $ERBM_{KSE}$ in terms of $xP$, but has lower $xR$ values, when varying $f$. In terms of $xF_{score}$, which combines both $xP$ and $xR$, $ERBM_{KSE}$ outperforms RBM.

In Figures 4.22 and 4.23, the neighborhood size around the user or the neighbor,
Figure 4.17: Comparison of accuracy when varying $f$. For EMF techniques we set $|N(u)| = 50$. $|N|$, is varied and the explainability metrics calculated using NSE and ISE formulations are reported. For NSE, \textit{ERBM}_{NSE} outperforms RBM when varying $|N_u|$. 

Similar to EMF, to study the effect of the threshold $\theta$ in Eq. 3.12, on the explainability and accuracy of the recommendations, we varied $\theta$, while fixing all the other parameters (Table 4.6). \textit{ERBM}_{NSE} has larger xP and xR values than \textit{ERBM}_{ISE} and \textit{ERBM}_{KSE}, on average. When $\theta = 1$, almost no explainability metric had a value of one. This is because
Figure 4.18: Comparison of accuracy when varying $|N|$.

TABLE 4.6: Performance of the ERBM when varying $\theta$.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>ERBM$_{NSE}$ MAP</th>
<th>AUC</th>
<th>xP</th>
<th>xR</th>
<th>ERBM$_{ISE}$ MAP</th>
<th>AUC</th>
<th>xP</th>
<th>xR</th>
<th>ERBM$_{KSE}$ MAP</th>
<th>AUC</th>
<th>xP</th>
<th>xR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>0.019</td>
<td>0.7118</td>
<td>0.4050</td>
<td>0.1970</td>
<td>0.023</td>
<td>0.7383</td>
<td>0.0726</td>
<td>0.0608</td>
<td>0.0288</td>
<td>0.7482</td>
<td>0.2521</td>
<td>0.0184</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0188</td>
<td>0.6926</td>
<td>0.2114</td>
<td>0.2679</td>
<td>0.0231</td>
<td>0.7321</td>
<td>0.0647</td>
<td>0.1089</td>
<td>0.0314</td>
<td>0.775</td>
<td>0.2605</td>
<td>0.0304</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0186</td>
<td>0.7094</td>
<td>0.0831</td>
<td>0.3507</td>
<td>0.0283</td>
<td>0.79</td>
<td>0.0629</td>
<td>0.1070</td>
<td>0.025</td>
<td>0.7302</td>
<td>0.1313</td>
<td>0.0406</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.0177</td>
<td>0.6787</td>
<td>0</td>
<td>0</td>
<td>0.0297</td>
<td>0.7896</td>
<td>0</td>
<td>0</td>
<td>0.0294</td>
<td>0.7889</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>ERBM$_{NSE}$ MAP</th>
<th>AUC</th>
<th>xP</th>
<th>xR</th>
<th>ERBM$_{ISE}$ MAP</th>
<th>AUC</th>
<th>xP</th>
<th>xR</th>
<th>ERBM$_{KSE}$ MAP</th>
<th>AUC</th>
<th>xP</th>
<th>xR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>0.0185</td>
<td>0.6981</td>
<td>0.1749</td>
<td>0.2039</td>
<td>0.026</td>
<td>0.7625</td>
<td>0.05</td>
<td>0.0692</td>
<td>0.0286</td>
<td>0.7605</td>
<td>0.1609</td>
<td>0.0223</td>
</tr>
</tbody>
</table>
Figure 4.19: Comparison of user based $x_P$, $x_R$, and $xF\_score$ when varying $f$. For ERBM techniques we set $|N| = 50$. 
Figure 4.20: Comparison of item based $x_P$, $x_R$, and $x_F_{\text{score}}$ when varying $f$. For $ERBM$ techniques we set $|N| = 50$. 
Figure 4.21: Comparison of feature based $x_P$, $x_R$, and $xF\_score$ when varying $f$. For \textit{ERBM} techniques we set $|N| = 50$. 
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Figure 4.22: Comparison of user based $x_P$, $x_R$, and $xF\_score$ when varying $|N|$.
Figure 4.23: Comparison of item based $x_P$, $x_R$, and $xF_{score}$ when varying $|N_i|$.
TABLE 4.7

Top-5 rated movies by a sample user along with the movies’ genres.

<table>
<thead>
<tr>
<th>Top-5 rated movies</th>
<th>Genres</th>
</tr>
</thead>
<tbody>
<tr>
<td>My Best Friend’s Wedding (1997)</td>
<td>Comedy, Romance</td>
</tr>
<tr>
<td>Men in Black (1997)</td>
<td>Action, Adventure, Comedy, Sci-Fi</td>
</tr>
<tr>
<td>Jerry Maguire (1996)</td>
<td>Drama, Romance</td>
</tr>
<tr>
<td>Ransom (1996)</td>
<td>Drama, Thriller</td>
</tr>
<tr>
<td>White Squall (1996)</td>
<td>Adventure, Drama</td>
</tr>
</tbody>
</table>

Figure 4.24: Example of an automated explanation generated for the recommended movie: “Lost Highway (1997)” using the $EMF_{NSE}$ technique.

users usually tend to rate a small set of items.

For a test user, the top-5 rated movies and their genres, are presented in Table 4.7. Explanations can be presented to the users using the format shown in Figure 3.5. Figure 4.24 shows the recommendation and the NSE explanation generated for this user using the $EMF_{NSE}$ technique. Similarly, Figures 4.25 and 4.26 present the recommendations and explanations generated using the ISE and KSE styles, respectively.

### 4.4 User Study

In this section, the validity of the explainability metric, as defined in Section 3.4 is studied by means of a user experiment. Given the definition of the explainability metric in
Figure 4.25: Example of the automated explanation generated for the recommended movie: “McHale’s Navy (1997)” using the $EMF_{ISE}$ technique.

<table>
<thead>
<tr>
<th>Movie</th>
<th>Your Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quest The (1996)</td>
<td>2</td>
</tr>
<tr>
<td>Down Periscope (1996)</td>
<td>3</td>
</tr>
<tr>
<td>Eraser (1996)</td>
<td>3</td>
</tr>
<tr>
<td>Rock The (1996)</td>
<td>4</td>
</tr>
<tr>
<td>Multiplicity (1996)</td>
<td>2</td>
</tr>
<tr>
<td>Scream (1996)</td>
<td>4</td>
</tr>
</tbody>
</table>

Figure 4.26: Example of the automated explanation generated for the recommended movie: “That Darn Cat! (1965)” using the $EMF_{KSE}$ technique.

<table>
<thead>
<tr>
<th>The reason is</th>
<th>Because you rated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Children's</td>
<td>6</td>
</tr>
<tr>
<td>Comedy</td>
<td>25</td>
</tr>
<tr>
<td>Mystery</td>
<td>1</td>
</tr>
</tbody>
</table>

Eq 3.7, the research questions are as follows:

- Does an explanation with higher explainability increase perceived transparency? Transparency means providing information so that the user can comprehend how the system works and the justification behind the recommendation [94].

- Does the explainability value of the explanation, whether it is low or high, impact the user satisfaction?
Figure 4.27: Comparison between two explanations for a test user where the explainability of the item $i_1$ on the left is higher than item $i_2$ one on the right.

### 4.4.1 Hypothesis

Suppose we have two items $i_1$ and $i_2$ along with their respective explanations as the justification of why they were recommended by an automated intelligent system. Given the definition of the explainability metric in Eq 3.7, if $i_1$ has higher computed explainability value than $i_2$ (Figure 4.27), does recommending $i_1$ result in a better satisfaction as judged by the user? Our hypothesis can be summarized as follows: Recommending an item with higher computed explainability metric (defined in Section 3.4) will lead to higher user satisfaction.

### 4.4.2 Methods

This user study is performed through a web platform similar to commercialized recommender engines (e.g. Netflix for recommending movies). The application focuses primarily on recommending movies selected from the MovieLens dataset.

Based on the computed explainability metric values, the explanations are divided into three groups of low, medium, and high explainability as follows:

- **low**: explainability value $< 2$.
- **medium**: $2 \leq$ explainability value $< 4$.
- **high**: explainability value $\geq 4$. 
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4.4.3 Subject Recruitment

Volunteers were recruited through fliers or email across the University of Louisville to join in this experiment. The participants were provided an online link to the web application to participate in the experiment. The incentives for participation was a drawing for three $50 gift cards from the University of Louisville.

4.4.4 Sample Size Estimation

To estimate the sample size, a statistical power analysis was performed. The effect size in this study was considered to be large using Cohen’s [95] criteria. When $\alpha$ is set to 0.05, and power is set to 0.8, the sample size needed is approximately 10.

31 people participated in this experiment where they were assigned randomly to a group. The number of people in each group are as follows:

- Low = 10
- Medium = 11
- High = 10

4.4.5 Procedures

The flow of the experiment is as follows:

1. The user is asked to rate (ratings from 1 to 5) at least 10 movies they have watched previously, from a selection of movies. This data is collected only to allow the recommendation system to suggest films that the user may enjoy and will not be used to answer the study’s research question.

2. Based on the group the user was assigned to, a recommendation along with an explanation are presented in a format similar to Figure 4.27. This recommendation along with the explanation will be selected from a pool of recommendations that are calculated using the method proposed in Section 3.6, such that the computed explainability
metric value falls in the range of the experimental group that the user was assigned to (low, medium, or high).

3. The user is asked to fill out a Likert Scale questionnaire. Table 4.8 presents the questions used in this questionnaire.

4. Demographic information is collected from the user. This data is: age, gender, major of study, weekly hours watching movies, and favorite movie genres. This information is requested to study potential confounding factors on the user’s satisfaction with the explanations. Table 4.9 shows the demographic questions used in this experiment.

5. After submission, the user is redirected to a Google Form and asked to enter their contact information for the drawing.

The duration of the experiment will be less than 30 minutes. Snippets of the application are shown in Figures 4.28 and 4.29.
Our recommendation is:

Taxi Driver, 1976

Our explanation for this recommendation is:

![Bar chart showing ratings of people who share interests and have watched this movie.](image)

Figure 4.29: Example of a recommendation with explanation presented to the user.
TABLE 4.8
Likert scale survey questions.

<table>
<thead>
<tr>
<th>question</th>
<th>statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>“Based on the ratings of people with similar interest to mine, this is a good recommendation.”</td>
</tr>
<tr>
<td>2</td>
<td>“This explanation helps me understand why this movie was recommended.”</td>
</tr>
<tr>
<td>3</td>
<td>“Based on the ratings of people with similar interests to mine, I will watch this movie.”</td>
</tr>
<tr>
<td>4</td>
<td>“Based on the ratings of people with similar interests to mine, I can determine how well I will like this movie.”</td>
</tr>
<tr>
<td>5</td>
<td>“This explanation helps me understand how the recommender system works.”</td>
</tr>
</tbody>
</table>

TABLE 4.9
Demographic questions.

<table>
<thead>
<tr>
<th>demographic</th>
<th>question</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>“What is your gender?”</td>
</tr>
<tr>
<td>age</td>
<td>“What is your age?”</td>
</tr>
<tr>
<td>weekly hours</td>
<td>“How many hours per week do you watch movies on average?”</td>
</tr>
<tr>
<td>favorite genres</td>
<td>“What are your favorite genres?”</td>
</tr>
<tr>
<td>familiarity</td>
<td>“How familiar are you with automated recommender systems?”</td>
</tr>
</tbody>
</table>

4.4.6 Analysis of Results

Users answered 5 different statement questions, as shown in Table 4.8, using the five-level Likert scale. Figure 4.30 shows the distribution of the answers to each question using a horizontal bar graph. “somewhat agree” has the highest frequency for all the questions. For questions 4 and 5, no “strongly disagree” answers were recorded. Answers are also plotted for each group and displayed in Figures 4.31, 4.32, and 4.33. In the group “low”, most people’s answers to questions 1 and 3, were “strongly disagree” and no answer was “strongly agree”. Only the answers to questions 4 and 5 were towards the more positive scale. As a result, people in the group “low” were not very satisfied with the recommendation based on the explanation. However, based on questions 4 and 5, they still believed that the
explanations were useful for determining how well they will like the movie and for providing a justification of how the system works.

In the group “medium”, most replies were “neither agree nor disagree” or “agree” to all the questions. Only a few answers to questions 2 and 5 were “strongly agree”. Also, one reply to question 4 was “somewhat disagree”. A the conclusion, people in group “medium” seemed to be generally satisfied with their recommendations along with the explanations.

In group “high”, most answers were “somewhat agree” or “strongly agree” to all the questions. Only one reply to question 4 and one reply to question 5 were recorded to be “neither agree nor disagree”. Similar to the group “medium”, people in the group “high” were also satisfied with their recommendations and explanations, however their answers were more positive using the Likert scale.

Figure 4.34 shows the heat-map of the answers for the questions. “Somewhat agree” has the highest frequency for all the questions. In questions 4 and 5, the number of “strongly disagree” answers was zero. A heat-map graph for each group is displayed in Figures 4.35, 4.36, and 4.37.

In the group “low”, question 1 has the most number of “strongly disagree” answers. For questions 1, 2, and 3, people have answered towards the disagree range, as opposed to questions 4 and 5, where most answers were towards the “agree” range. In the group “medium”, “somewhat agree” has the highest frequency for all the questions. In the group
Figure 4.31: Horizontal bar graph of the answers of people in the group "low" to the questions in Table 4.8.

Figure 4.32: Horizontal bar graph of the answers of people in the group "medium" to the questions in Table 4.8.

Figure 4.33: Horizontal bar graph of the answers of people in the group "high" to the questions in Table 4.8.
“high”, “somewhat agree” and “strongly agree” had the highest frequencies and only two people have answered “neither agree nor disagree”. The heat-map in this group is strongly positive towards the agree range.

Figures 4.38, 4.39, 4.40, 4.41, and 4.42 present the distribution of the participants’ answers to the demographic questions. Note that replying to these questions (Table 4.9) was optional and a choice of “other” was available for the gender type question.
Figure 4.36: Heat-map plot of the answers of people in the group "medium" to the questions in Table 4.8.

Figure 4.37: Heat-map plot of the answers of people in the group "high" to the questions in Table 4.8.
Figure 4.38: Distribution of the participants’ gender.

Figure 4.39: Distribution of the participants’ age.

Figure 4.40: Distribution of the participants’ weekly hours watching movies.
4.4.7 Hypothesis Testing

As the plots in Section 4.4.6 show, the participants’ answers varied based on the explainability group they were assigned to randomly. Before evaluating the significance of the difference between the answers of the groups, it is important to assess the reliability of the Likert scale questionnaire which is closely associated with the validity of the experiment [96]. For this purpose, the Cronbach’s alpha test is performed. The standardized Cronbach’s alpha based upon the correlations for the survey questionnaire with 5 questions and 31 samples was 0.77, which is in the acceptable range (> 0.7). When question 4 was removed
Cronbach’s alpha increased to 0.8. To address the three research questions on the impact of explainability on “transparency”, “satisfaction”, and “effectiveness”, as perceived by the users, survey questions (Table 4.8) were grouped accordingly. Table 4.10 presents this categorization.

To study the effect of the explainability variable on each of the three explanation aspects, Analysis of Variance (ANOVA) was conducted for each aspect separately. The null hypothesis for this test is whether the means of the three groups, “low”, “medium”, and “high”, are equal.

- **Transparency**: Using Questions 2 and 5 in the ANOVA test, with degrees of freedom equal to 2, the F-value is 7.881 and the p-value is 0.00193 which is less than 0.05. Hence we can conclude that for our confidence interval, there is a significant relationship between the explainability and transparency. The eta-squared measure of effect size for the ANOVA is 0.3601. To determine which groups are different from the others, Tukey’s HSD post-hoc test is conducted. At 95% family-wise significance interval the differences and adjusted p-values are reported in Table 4.11. There is a significant difference in transparency between the group “low” and the group “high”. However, there is no significant difference between the “medium” and “high” groups, nor between the “medium” and “low” groups (p-value > 0.05). Figure 4.43 provides a visualization of the differences in the group pairs.

- **Satisfaction**: Questions 1, 3 and 4 are used in the ANOVA test for evaluating user satisfaction. The degrees of freedom, F-value, and the obtained p-value are 2, 47.07, and $1.11e - 09$, respectively. We thus clearly reject the null hypothesis of equal
TABLE 4.11
Tukey multiple comparisons of means at 95% family-wise confidence interval for transparency.

<table>
<thead>
<tr>
<th>Group pairs</th>
<th>difference</th>
<th>adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-High</td>
<td>-1.2000</td>
<td>0.0013</td>
</tr>
<tr>
<td>Med-High</td>
<td>-0.5454</td>
<td>0.1738</td>
</tr>
<tr>
<td>Med-Low</td>
<td>0.6545</td>
<td>0.0863</td>
</tr>
</tbody>
</table>

TABLE 4.12
Tukey multiple comparisons of means at 95% family-wise confidence interval for satisfaction.

<table>
<thead>
<tr>
<th>Group pairs</th>
<th>difference</th>
<th>adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-High</td>
<td>-1.9000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Med-High</td>
<td>-0.7545</td>
<td>0.0014</td>
</tr>
<tr>
<td>Med-Low</td>
<td>1.1454</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

means for all three explainability groups. The eta-squared measure of effect size for the ANOVA is 0.7707. Similar to the transparency, Tukey’s HSD post-hoc test is conducted to determine which groups are significant. Table 4.11 as well as the difference visualization in Figure 4.44, show that there is a significant difference in the satisfaction within all three paired groups.

4.5 Summary

In this chapter, we presented the experimental results validating the methods and algorithms proposed in Chapter 3. We showed that different explainability styles can be incorporated in generating recommendations. In addition to offline evaluation, our user experiments evaluated the explainability metric proposed in Chapter 3.
Figure 4.43: Visualization of group pairs' differences for “transparency”.

Figure 4.44: Visualization of group pairs' differences for “satisfaction”.
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CHAPTER 5

CONCLUSION

We presented a cross-modal recommender engine that leverages multiple domains of data to retrieve similar items and recommend the best items to the user. We showed how our approach can automatically generate multimodal explanations for the recommendations and also has the potential to alleviate the cold-start problem, one of the most notorious limitations of Collaborative Filtering (CF) techniques.

Furthermore, we proposed a probabilistic formulation for capturing the explainability of Neighbor-Style Explanations (NSE), Influence Style Explanations (ISE), and feature Style Explanations (KSE) for recommendations. This user-item explainability relationship is encoded in a bipartite graph structure. While other methods in the literature have used graph structures to find a better representation of data points in lower spaces, we further incorporated the explainability graph in the design of the MF model to be able to generate explainable recommendations.

We then proposed an Explainable-Matrix Factorization (EMF) model for providing explainable recommendations that can leverage the accurate predictions of MF and the transparency of neighborhood-based CF algorithms. In our method, explainability can be directly formulated based on the rating distribution within the user’s or item’s neighborhood. Our rationale is that if many neighbors have rated the recommended item, or if the user has rated many items that are similar to the recommended item, then this provides a basis upon which to explain the recommendations. In addition to neighbor-style explanations, we proposed an explainability metric based on Keyword Style Explanation that uses content and features to generate explanations and recommend explainable items. The rationale in the KSE-based explainability is that if a user is similar to an item in a specific
content feature space, such as genres in the movie recommendation context, then those features can be used to provide explanations. We focused our research on CF recommender systems which have been shown to perform better than Content Based (CB) filtering methods [97]. Our EMF results showed that using explainability has increased the number of explainable items that got recommended, in addition to improving accuracy in some cases. Adding the explainability constraint created a balance between accuracy and explainability and by tuning the appropriate parameters in each context, the optimized solution can be obtained.

Similar to EMF, we proposed an explanation-aware neural network using constrained Restricted Boltzmann Machines (RBM) for CF that recommends items that are explainable. Our results showed the trade-off between the accuracy and explainability when varying several parameters. Similar to EMF, it is important to choose the best set of parameters for the appropriate situation when priority is given to either the accuracy or explainability.

We proposed offline metrics to evaluate the explainability of recommender systems that can be easily used for any explainable recommender system.

We then designed a user study experiment for online evaluation of the explainability metric and explainable recommendations. When the explainability score was low, participants perceived less transparency and satisfaction from the explanation. The results showed that people who received recommendations with higher explainability perceived more transparency and showed more satisfaction compared to people whose explanations had lower explainability; therefore, the explanation by itself does not guarantee user satisfaction.

In the future, we plan to extend our technique with other explainability formulations. In addition, content data and user reviews can be considered as a prominent domain of data to generate explanation-aware recommender systems.
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