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ABSTRACT

QUEUE STABILITY ANALYSIS IN NETWORK CODED WIRELESS MULTICAST

Nadieh Mohamadi-Moghadam

November 8, 2017

In this dissertation queue stability in wireless multicast networks with packet erasure channels is studied. Our focus is on optimizing packet scheduling so as to maximize throughput. Specifically, new queuing strategies consisting of several sub-queues are introduced, where all newly arrived packets are first stored in the main sub-queue on a first-come-first-served basis. Using the receiver feedback, the transmitter combines packets from different sub-queues for transmission.

Our objective is to maximize the input rate under the queue stability constraints. Two packet scheduling and encoding algorithms have been developed. First, the optimization problem is formulated as a linear programming (LP) problem, according to which a network coding based optimal packet scheduling scheme is obtained. Second, the Lyapunov optimization model is adopted and decision variables are defined to derive a network coding based packet scheduling algorithm, which has significantly less complexity and smaller queue backlog compared with the LP solution. Further, an extension of the proposed algorithm is derived to meet the requirements of time-critical data transmission, where each packet expires after a predefined deadline and then dropped from the system. To minimize the average transmission power, we further derive a
scheduling policy that simultaneously minimizes both power and queue size, where the transmitter may choose to be idle to save energy consumption. Moreover, a redundancy in the schedules is inadvertently revealed by the algorithm. By detecting and removing the redundancy we further reduce the system complexity.

Finally, the simulation results verify the effectiveness of our proposed algorithms over existing works.
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Rapid development of wireless technologies provide much greater capacity to meet growing user demand resulting from a number of new services. The wireless communication systems however face new technical challenges, such as higher data rate, machine-to-machine communication, energy efficiency and security. Below are the major challenges in the wireless communication systems:

- **Higher Throughput:** Future wireless communication systems are expected to provide uniform throughput of at least 1 Gbit/s, peaking at around 10 Gbit/s, with a couple of milliseconds of latency and offer highly reliable service. Current systems offer data rates with the peak throughput of 100 Mbit/s and 1 Gbit/s in high and low mobility scenarios, respectively [1]. Thus, providing a higher throughput is one of the major challenges of current and future wireless communications.

- **Capacity:** With the new broadband services and high demand for mobile data, future wireless systems will require much higher capacity than can be provided today. There are three main ways of enhancing capacity, namely dense deployment, additional spectrum bands and higher spectral efficiency.

- **Small Cells:** From a network perspective, current wireless communication systems require tight interworking among existing and future standards. Rising demand for
mobile traffic will enforce new ways of enhancing capacity, such as dense deployment of small cells. Introducing small cells, such as metrocells, picocells, and femtocells, is a cost-effective solution to further increase network capacity.

- **Seamless Connectivity**: One challenge in current and future wireless networks is to allow seamless connectivity between existing standards, such as High Speed Packet Access (HSPA), LTE and Wireless Fidelity (Wi-Fi), and future wireless systems offering a wide variety of new multimedia services. Examples of emerging future applications include smart cities, driverless cars or advanced healthcare systems where patients can be instantly monitored at their homes.

- **Energy Consumption Reduction**: Ever-growing energy consumption in wireless networks imposes new mechanisms of energy control and reduction and make it a challenge in this field.

- **Machine-to-machine Communication**: Currently, devices are becoming more powerful and more numerous. Beyond such devices as smart phones or tablets, the future wireless landscape will have to serve cars, smart grid terminals, health monitoring devices, household appliances and so on. It is estimated that machine-to-machine (Device to Device) traffic will have traffic growth rates of 49 percent [2].

- **Security**: Wireless communications security refers to measures taken to ensure that the confidentiality and integrity of the information transmitted via a wireless means are not compromised. Security system should prevent unauthorized access or damage to information transmitted over wireless networks. With todays pervasive
wireless networks, people have to share their private information in order to get wireless services. Thus, security in wireless communication systems is a challenge every designer should consider.

Network coding is an emerging technology that can significantly improve the network’s throughput, efficiency and scalability [3]. In particular, it has been proven that one can approach the multicast capacity by using random linear network coding (RNC) techniques [4], where the transmitter forms output data by combining the input data, with coefficients chosen from a Galois field. A receiver is able to decode the original transmitted data when it receives a full set of independently encoded packets. It can also be a method for dealing with attacks and eavesdropping and provide a better security for wireless networks. Two different approaches of network coding can be found in the literature, namely random network coding (RNC) and opportunistic network coding (ONC) [5]. The RNC generates output data by linearly combining the input data, where coefficients are independently and randomly chosen from some finite field. The ONC approach exploits receivers’ side information in selecting packets for combination to achieve a certain target.

A The Concept of Network Coding (NC)

Recent emerging demand on wireless services force current wireless communication technologies to expand their capacity, data rate and security to meet the market requirement. One of the recent techniques that can benefit wireless systems in terms of throughput and security is Network Coding (NC). In particular, various studies suggest that significant gains can be obtained by using network coding in wireless
networks for serving multicast scenarios [6].

Network Coding is based on a simple basic idea which was first stated in the paper by R. Ahlswede et al [3]. The core notion of network coding is to allow mixing of data at intermediate network nodes. A receiver sees these data packets and deduces from them the packets that were originally intended for the data sink. The main goals of Network Coding is to increase throughput, reduce delay, and improve robustness. This field has recently found commercial applications in content distribution, peer-to-peer design, and enabling high-throughput wireless networks.

In a traditional packet-switched network, at the transmitting station, the packets do not necessarily all travel along the same route but they all eventually arrive at the same destination, where the receiver reassembles them into the original packet. The main problem with this method is that when the overall network traffic volume is high, bottlenecks are common, resulting in long delays. Packets tend to gather at certain nodes, sometimes in excess of the nodes’ ability to process them. However, other routes and nodes may remain under-utilized.

In Network Coding, routers and switches are replaced by devices called coders. Instead of directing the packets toward their ultimate destination, the coders transmit coded packets along multiple paths simultaneously. Conversely, the coded packets arriving from two or more sources may be combined into a single packet. This distribution method can increase the effective capacity of a network by minimizing the number of bottlenecks. The improvement is higher when network traffic volume is near the maximum capacity obtainable with traditional routing. When a receiver has enough coded packets, it can decode and compute the intended packet. Even if some packets on some of the routes are
lost, the original packet gets through if the received coded packets are sufficient.

Moreover, in network coding, the data does not depend only on one transmitted packet but also on the contents of other packets that happen to be sharing the route at the time of transmission. For this reason, network coding is more resistant to hacking, eavesdropping and other forms of attack than traditional data transmission. The extent of throughput improvement that network coding can provide depends on the network topology and on the frequency and severity of bottlenecks. Network coding may prove especially useful in multicast networks, wireless sensor networks, digital file distribution and peer-to-peer (P2P) file sharing.

The most famous example of Network Coding was given by Ahlswede et al. [3], who considered the problem of multicast in a wireline network. Their example, which is commonly referred to as the butterfly network is illustrated in Figure 1. In this network, every line represents a directed link that is capable of carrying a single packet. There are two packets, \( p_1 \) and \( p_2 \), present at the source node \( s \), and we wish to communicate the contents of these two packets to both of the destination nodes, \( d_1 \) and \( d_2 \). The multicast packet is transmitted from a single source to two sinks, or destinations which both want
to know the content of the packet. In their network, intermediate nodes are allowed to perform a coding operation, they take two received packets, forms a new packet by taking the binary sum, or XOR, of the two packets, and outputs the resulting packet. It is obvious that that this method is different from the traditional routing method of packet networks, where intermediate nodes are allowed only to make copies of received packets for output. As it is shown in Figure 1, if the contents of the two received packets are \( p_1 \) and \( p_2 \), then the packet that is output is \( p_1 \oplus p_2 \), formed from the bitwise XOR of \( p_1 \) and \( p_2 \). The destination nodes decode by performing further coding operations on the packets that they each receive. Destination node \( d_1 \) recovers \( p_2 \) by taking the XOR of \( p_1 \) and \( p_1 \oplus p_2 \), and likewise destination node \( d_2 \) recovers \( p_1 \) by taking the XOR of \( p_2 \) and \( p_1 \oplus p_2 \). Under routing, we could communicate, for example, \( p_1 \) and \( p_2 \) to \( d_1 \), but we would then only be able to communicate one of \( p_1 \) or \( p_2 \) to \( d_2 \).

Most of the works in network coding has been concentrated around a particular form of network coding: random linear network coding (RNC). Random linear network coding was introduced in [2] as a simple, randomized coding method that maintains a vector of coefficients for each of the source packets, which is updated by each coding node. In other words, random linear network coding requires packets being communicated through the network to be accompanied by extra information of random coefficients. With packets, such extra information can be placed in packet headers.

Network nodes transmit on each outgoing link a linear combination of incoming signals, specified by independently and randomly chosen code coefficients from some finite field \( \mathbb{F}_q \). The only information needed for decoding at the receivers is the overall linear combination of source processes present in each of their incoming signals. This
information can be sent, for each signal in the network, as a vector of coefficients for each of the source processes, and updated by each coding node applying the same linear combinations to the coefficient vectors as to the data. An illustration is given in Figure 2. \( p_1 \) and \( p_2 \) are the source packets being multicast to the destinations, and the coefficients \( a_i \) are randomly chosen elements of a finite field. The label on each link represents the process being transmitted on the link.

**Figure 2: Multicast random network coding.**

Benefits of RNC can be summarized as below:

- **Throughput:** The throughput benefit is achieved by using packet transmissions more efficiently, i.e., by communicating more information with fewer packet transmissions.

- **Security:** Network coding can offer benefits in terms of security. Consider again the butterfly network (Figure 2). Suppose an adversary obtains only the packet \( a_1 p_1 \oplus a_2 p_2 \). With the packet \( a_1 p_1 \oplus a_2 p_2 \) alone, the adversary cannot obtain either \( p_1 \) or \( p_2 \); thus we have a possible mechanism for secure communication. In this instance, network coding offers a security benefit.
• **Capacity:** Random linear coding achieves the high multicast capacity which is given by max-flow min-cut bound of [3].

• **Robustness:** Random network coding can also be used to improve the network robustness to failures of network elements (nodes or edges) or to deal with frequently changing topologies. Traditionally, compression is applied at source nodes so as to minimize required transmission rate and leave spare network capacity, and the addition of new sources may require re-routing of existing connections. RNC fully utilizes available or allocated network capacity for maximal robustness, while retaining full flexibility to accommodate changes in network topology or addition of new sources.

B Literature Review

Most of the previous studies on NC are based on saturated queues that always guarantee availability of packets for transmission [7–11], (i.e. full buffer). In this case, an infinite memory at the source is assumed and there is no concern about queue stability. In this dissertation, we consider more practical multicast networks with bounded queue lengths.

The impact of feedback on the queue size and decoding delay was studied in [12], which shows that the proper combination of feedback and NC over erasure channels is beneficial in terms of throughput, queue management and delay. For wireless networks, [13] and [14] considered multi-hop and multi-source transmissions to find the maximum stable throughput. Furthermore, B. Shrader et al. conclude that the stable throughput region diminishes as the number of sources or destinations grows [10]. Other related
studies can be found in [11, 15, 16]. Specifically, [11] proposes retransmission algorithms for network coded multicast system without concerning the stability of the system. In [15] authors investigate queue stability in a network coded system; however, their system model is two-way relay network and their goal is to minimize the total energy consumption. In delay sensitive applications, [16] proposes a buffer-aware network coding method to overcome the delay caused by random packet arrivals. In this work, the transmitter is allowed to send some packets without network coding to reduce the packet delay. In [17], there are multiple unicast flows and the model examined is different, as there exists a relay node overhearing transmissions which then transmits XOR packets through an error-free channel. Furthermore, a stability policy is provided in [18] for a network coded unicast network. In this dissertation we proposed a wireless multicast virtual queue model for the special case of two receivers, where the transmitter has one sub-queue for each receiver. However, for wireless fading channels with a large number of receivers, it is likely that a packet fails at more than two receivers. Additionally, stability properties were also evaluated in [19] for broadcast/multicast erasure channels with NC. In [19], the authors proposed a suboptimal virtual queue structure and provide detailed analysis for the case of two receivers. However, there is no closed form analysis for stability conditions and the proposed queueing model is quite complicated when the number of receivers is greater than two. In [20] the authors analyzed the performance of a simple broadcast channel in terms of stable throughput region; however, the analysis is limited to the case of two users.

The main contributions of this dissertation are summarized as follows:

1. New network coded queueing models,
2. The proposal of a scheduling algorithm to gain the highest input rate while maintaining the stability of the transmitter queue.

3. Introducing a new Data-Flow model for the queuing system for which we found the optimal network coding scheduling.

4. Based on network coding and Lyapunov Optimization Model, we propose new low-complexity multicast scheduling algorithm that not only meets the queue stability constraint but also minimizes the queue size.

5. To minimize the average transmission power, we further derive a scheduling policy that simultaneously minimizes both power and queue size, where the transmitter may choose to be idle to save energy consumption.

6. To minimize the number of dropped packets resulted from hard deadline, we further derive a scheduling policy that simultaneously minimizes both dropped packets and queue size.

7. We proposed a new queueing model for relay aided wireless multicast network and developed a network coding based packet scheduling algorithm.

8. We developed a simplified scheduling scheme for a wireless multicast network. Analytical results show the throughput is still maximum and simulations results illustrate that the complexity is reduced.

In chapter II, a new network coded queueing model is presented where the transmitter is allowed to send packets without network coding to reduce packet delay. Next, a scheduling algorithm is derived to maximize the input rate while guaranteeing the
stability of the transmitter queue. In this chapter, we proposed a wireless multicast virtual queue model for the special case of two receivers, where the transmitter has one sub-queue for each receiver. Also, an upper bound of the maximum input rate for a stable multicast system is derived for the case of three users. We consider only one unique sub-queue, which stores those transmitted packets that are successfully received by at least one but not all receivers.

In chapter III, we introduce a novel queueing structure named *Data-Flow* model in which transition between sub-queues are denoted by a probability. Next, we propose scheduling methods for selecting appropriate network coding scheme to combine packets. Finally we formulate the problem into a linear programming problem (LP). The solution of this LP finds the maximum input rate while the transmitter sub-queues are guaranteed to be stable. Comparing with other existing works, our main contribution is that the network coding based Data-Flow approach provides the optimal stable input rate. Under the queue stability constraint, the input rate equals the services rate, which is also the network throughput. Therefore, the maximum stable input rate provides the maximum achievable network throughput when bounded queuing system is considered.

In chapter IV, the queue structure of chapter III is adopted and a new scheduling policy using Lyapunov optimization model is proposed which is applicable to arbitrary number of users. To minimize the average transmission power, we further derive a scheduling policy that simultaneously minimizes both power and queue size, where the transmitter may choose to be idle to save energy consumption. Further, we expand our work by considering time-critical data where each packet expires after a predefined deadline and is then considered useless for any receiver and consequently dropped from
the system. However, for packets with hard deadlines queue stability is trivial and irrelevant since expired packets are dropped in any case.

In chapter V, we consider the problem of maximizing the input rate in a relay assisted network coding (RANC) wireless multicast with packet erasure channels. Specifically, a new queuing model consisting of several sub-queues at both transmitter and relay is introduced, where each packet in a sub-queue is associated with an index set indicating its intended users. Our objective is to maximize the input rate under the queue stability constraints. First, we formulate it as a linear programming problem to achieve the maximum stable throughput and then applying Lyapunov optimization method a network coding based packet scheduling scheme is obtained.

In chapter VI, a Simplified Optimal Scheduling (SOS) scheme for network coded wireless multicast is studied in this chapter. Specifically, a complexity reduction method is proposed to make the existing algorithms more practical. Our objective is to remove redundancy while maintaining the maximum throughput. We formulate it as a Mixed Integer Non Linear Programming (MINLP) problem and propose a network coding based packet scheduling scheme that finds the optimal solution. Analytical results show the throughput is still maximum and simulations results illustrate that the complexity is reduced.

Chapter VII concludes our work and includes our future work.
CHAPTER II

IMPROVING QUEUE STABILITY IN WMN

Wireless multicast transmission is resource (energy and spectrum) efficient in many wireless applications. However, reliable multicast communication over erasure channels can be problematic due to the heterogeneity of information received across different users. In order to effectively control packet loss and increase transmission efficiency, network coding (NC) was proposed and has drawn significant attention [3, 21, 22] in the past decade. The focus of our work in this chapter is the extension of network coding which is valuable for a single-hop multicast network.

A Two User Case System Model

In this section, we consider a single transmitter multicasts data packets to $N$ receivers. Without loss of generality, we assume packets are independently generated according to a stationary process with arrival rate $\lambda$. Each packet transmission fails at receiver $i$ ($i = 1, 2, ..., N$) independently with probability $\epsilon_i$. Henceforth, we call $\epsilon_i$ as the channel loss which is also the same as the packet error rate of the channel. The system is time-slotted and each packet transmission takes one time slot. We further assume that, at the beginning of each time slot, the transmitter reliably receives one-bit feedback messages from each receiver to indicate whether the previous transmitted packet has been
received successfully.

For queue stability analysis, we consider only stationary operation when the queue distribution reaches steady state. Let $\mu$ be the service rate of the source queue, according to Loynes Theorem [23], the stability condition is given by $\lambda/\mu < 1$.

For reliable unicast transmission with channel loss $\epsilon$, the service rate using Automatic Repeat reQuest (ARQ) protocol is $\mu = 1 - \epsilon$. Therefore, the stability condition is

$$\lambda < 1 - \epsilon$$

(1)

For reliable multicast transmission with $N$ receivers, the stability condition using ARQ protocol is

$$\lambda < \prod_{i=1}^{N} (1 - \epsilon_i)$$

(2)

Now, we want to introduce our queueing model as well as the scheduling algorithm.

1 Virtual Queueing Model

To be practical, the transmitter is assumed to have a limited buffer. The queue system at the transmitter consists of a main queue $Q_0$ and $N$ virtual queues $Q_i$s ($1 \leq i \leq N$, one for each receiver). All newly arrived packets are first stored in $Q_0$ and they are transmitted on a first-come-first-served basis. Using the receiver feedback, a transmitted packet will be treated differently depending on which receiver(s) have successfully received that packet [19]. Specifically, (1) if a packet from $Q_0$ is received by all $N$ receivers, the packet leaves the queue system; (2) If the packet is received by all receivers except for receiver $k$, the packet leaves $Q_0$ and enters $Q_k$; (3) otherwise, the
packet remains in $Q_0$. Our virtual queue structure is illustrated in Figure 3. When all of the $Q_i$s are nonempty, the transmitter generates a network-coded packet from all head-of-line packets ($P_{11}, P_{12}, ..., P_{1N}$) in $Q_i$s by XOR-ing all of them and broadcast it to all receivers. If the network coded packet is received by receiver $R_i$, the corresponding $P_{1i}$ leaves $Q_i$ because it can be decoded using the side information at receiver $R_i$. We call this packet scheduling method Virtual Queue-Based Network Coding (or simply VQBNC). Note that while the queue structure is similar to [19], our scheduling method is completely different.

![Figure 3: The virtual queue structure.](image)

Since the packets in virtual queues still occupy memory of the transmitter, the total queue size, $Q_T$, is given by

$$Q_T = Q_0 + \sum_{i=1}^{N} Q_i$$  \hspace{1cm} (3)

2 Scheduling Algorithm

The queue system at the transmitter is stable if and only if the main queue $Q_0$ and virtual queues $Q_i$s are all stable. Note that whenever a network coded packet from $Q_i$s is successfully received by all the receivers, $N$ packets are subtracted from the queue system. Therefore, from the point of queue stability, it is beneficial to give priority to $Q_i$s.
On the other hand, if we keep priority to $Q_i$s even if many of them are empty, there could be a waste of resources. For example, consider an extreme case where the bottleneck receiver $m$ has a very lossy channel ($Q_m$ is full of packets) while other $Q_i$s are all empty. If the virtual queue always has higher priority than the main queue, the transmitter will keep sending packets from $Q_m$ so that only user $m$ will benefit from the transmission, which is absolutely not beneficial for the whole system.

Thus, there is a tradeoff when assigning transmission priorities to $Q_0$ and $Q_i$s. Accordingly, we have the following priority policy:

1. **First priority**: whenever all $Q_i$s have packets, we combine the head-of-line packets
from each virtual queue using bit-by-bit XOR, $P_{11} \oplus P_{12} \oplus \ldots \oplus P_{1N}$, and transmit the coded packet as a single coded packet, which can be decoded by all of the receivers based on the packets they already have.

2. **Second priority**: if the first priority is not applicable and $Q_0$ is nonempty, a coded packet is sent to all receivers from $Q_0$.

3. **Third priority.** If the first and second priorities are not applicable, a coded packet is sent from $Q_i$ even if one or more virtual queues are empty. In that case, we let the corresponding head-of-line packets to be all-zero dummy packets.

Based on the above policy, the scheduling details are summarized in Algorithm 1, where $P_{10}$ is the head-of-line packet of $Q_0$.

3 Stability Analysis

Due to space limit, our stability analysis focuses on a simple scenario with only two receivers, as shown in Figure 4. In this case, all incoming packets first arrive at virtual queue $Q_0$ and they are transmitted on a first-come-first-served basis.

If a transmitted packet is successfully received by both receivers, it leaves the queue system. If neither of the receivers receives the packet, it remains in queue $Q_0$. Packets that have been received by receiver 1, but not by receiver 2, enter virtual queue $Q_2$. Similarly, packets that have been received by receiver 2, but not by receiver 1, enter virtual queue $Q_1$. If it has been received by receiver 1 or receiver 2, respectively in the next time slots a packet leaves queue $Q_1$ or $Q_2$, and consequently leaves the system. Note that the 2-user virtual queue structure shown in Figure 4 is indeed optimal in terms of both the network
throughput and queue stability.

In two user case, the service rate of $Q_0$ is $1 - \epsilon_1 \epsilon_2$ so that the departure rate at $Q_0$ is given by

$$y_0 = \frac{\lambda}{1 - \epsilon_1 \epsilon_2}. \quad (4)$$

![Figure 4: The virtual queue structure for two receivers.](image)

Note that $Q_1$ has no direct input from the source and thus we can only express its throughput as the throughput of $Q_1$ plus its own feedback (a transmitted packet from $Q_i$ remains in the same virtual queue if it is not received by the receiver $i$). So the departure rate of $Q_1$ is

$$y_1 = \lambda_1 + \epsilon_1 y_1 \quad (5)$$

where

$$\lambda_1 = \epsilon_1 (1 - \epsilon_2) y_0. \quad (6)$$

Substituting (6) in (5), we have

$$y_1 = \frac{\epsilon_1 (1 - \epsilon_2) y_0}{1 - \epsilon_1}. \quad (7)$$

Similar result for $Q_2$ holds

$$y_2 = \frac{\epsilon_2 (1 - \epsilon_1) y_0}{1 - \epsilon_2}. \quad (8)$$
where \( y_1 \) and \( y_2 \) are the departure rate of \( Q_1 \) and \( Q_2 \), respectively.

Considering \( \epsilon_1 > \epsilon_2 \) in the steady state condition, we have \( |Q_1| > |Q_2| \). Apparently, in a system with two receivers, the only queue that may cause the instability is \( Q_1 \). This is because, in the steady state condition, the virtual queue of the receiver with lower channel loss \( Q_2 \) becomes empty while \( Q_1 \) becomes larger and larger due to its higher channel loss.

It should be noted that our goal is to derive the maximum input rate while having a stable queue system at the same time. Next, we calculate the maximum input rate \( \lambda \) for three different scenarios.

**Scenario 1**

It is obvious that in order to have a stable system we should have

\[
a) \quad y_0 + y_1 \leq 1 \quad \text{and,} \quad b) \quad y_0 + y_2 \leq 1
\]

(9)

This is because of the fact that the channel could not support more than one packet per time slot. Plug (4) and (7) into (9), we have

\[
a) \quad \lambda \leq 1 - \epsilon_1 \quad \text{and,} \quad b) \quad \lambda \leq 1 - \epsilon_2
\]

(10)

Equivalently, (10) can be re-wrote as

\[
\lambda \leq 1 - \max(\epsilon_1, \epsilon_2)
\]

(11)

This is the input rate requirement in order to have a stable queue system with two receivers.

**Scenario 2**

Now we want to increase \( \lambda \) so that

\[
1 - \epsilon_1 \leq \lambda \leq 1 - \epsilon_2,
\]

(12)
or,
\[ 1 - \max(\epsilon_1, \epsilon_2) \leq \lambda \leq 1 - \min(\epsilon_1, \epsilon_2). \]  

(13)

In this case, (9b) is still satisfied but (9a) is violated. In order to have a stable queue system, we enforce a packet dropping rate \( d_1 \) to \( Q_1 \) so that
\[ y_0 + y_1 \leq 1 + d_1 \]  

(14)

Note that this dropping rate means in every time slot, there is a probability \( d_1 \) that the head-of-line packet of \( Q_1 \) is dropped. Plug (4) and (7) into (14), the minimum dropping rate for \( Q_1 \) is given by
\[ d_1 = \frac{\lambda + \epsilon_1 - 1}{1 - \epsilon_1} \]  

(15)

The philosophy of enforcing a dropping rate is to ensure fairness among users. When a user is experiencing deep fading channel, we don’t want to sacrifice the performance of other user(s). Instead, the user with bad channel should pay the price itself by losing some packets depending on how lossy its channel is. With the dropping rate of (15), we can increase the input rate up to \( 1 - \min(\epsilon_1, \epsilon_2) \) while maintaining a stable system.

**Scenario 3**

We still want to increase \( \lambda \), but it should be noted that \( y_0 \) needs to be less than 1. From (4), we have
\[ \lambda \leq 1 - \epsilon_1 \epsilon_2 \]  

(16)

As a result we have
\[ 1 - \min(\epsilon_1, \epsilon_2) \leq \lambda \leq 1 - \epsilon_1 \epsilon_2. \]  

(17)
Now we can see that neither (9a) nor (9b) is satisfied. To keep the queue system stable, dropping rate should be applied to both $Q_1$ and $Q_2$. In addition to (14), we should also have

$$y_0 + y_2 \leq 1 + d_2$$

(18)

Plug (4) and (8) into (18), the minimum dropping rate for $Q_2$ is given by

$$d_2 = \frac{\lambda + \epsilon_2 - 1}{1 - \epsilon_2}.$$  

(19)

Therefore, by enforcing the dropping rate of (15) and (19), we can increase the input rate up to $1 - \epsilon_1 \epsilon_2$ while the system is still stable. This scenario is useful in delay sensitive applications such as video broadcasting. In such applications we want to increase the input rate even if we have to drop some packets in every user.

To highlight our contribution we can say that [19] only considers our first scenario. When we want to extend the study in order to have a higher input rate while the system is still stable, we introduce scenario 2 and 3 for which we have analytical results along with the simulation result which is discussed in the next section. Henceforth, we call our proposed method the Virtual Queue Drop Method or simply VQ-Drop.

4 Simulation Results

In this section, we validate the effectiveness of the VQBNC and our analysis by simulation in MATLAB. First, we want to show that our VQBNC is advantageous in terms of throughput and queue stability. Figure 5 compares the performance of our VQBNC system with the traditional single-queue system (i.e. ARQ) when the packet error rate is 10% for both receivers. According to (85) and (11), to maintain queue stability, the maximum input rates are respectively 81% and 90% for ARQ and VQBNC. We calculate
the total queue size ($Q_T$) with different input rate varying from 80% to 91%. As it can be seen, with the input rate of 80% both schemes are stable. However, ARQ becomes unstable when the input rate increases slightly to 82%. For the VQBNC system, the queue is stable with the input rate of 89%, but it becomes unstable when the input rate increases slightly to 91%. Therefore, Figure 5 illustrates that VQBNC has a better performance and validates the boundary conditions of (85) and (11).

Figure 5: Queue stability versus input rate in ARQ and VQBNC with 10% channel loss and 2 receivers).

In multicast network, delay is a key metric for providing quality of service (QoS). In a single hop multicast network, the queuing delay of a packet is proportional to the queue size. For input rates of 70% and 90%, Figure 6 compares the packet queuing delay in conventional ARQ system with that in the VQBNC system. As expected, the delay increases linearly with the channel loss. We can see that, under the same input rate, our VQBNC system always outperforms the ARQ system in terms of queuing delay.
When we keep increasing the input rate, reliable multicast cannot be guaranteed. In this case, some packets must be dropped to keep the queue stable. Based on the same virtual queue structure, we want to compare two packet dropping schemes: (1) Virtual Queue Drop Method (VQ-Drop) presented in scenario 2 and 3; (2) Hard Deadline constrained Drop (HD-Drop), where each packet has a deadline and after a certain amount of time greater than the deadline, it is dropped from the queue. It should be noted that delay sensitive data in wireless networks is of great interest in many applications [24].

Consider a two user multicast system with $\epsilon_1 = 30\%$ and $\epsilon_2 = 10\%$. From our analysis in the previous section, in order to have a stable queue system, the maximum input rates in scenario 1, 2 and 3 are 70%, 90% and 97% respectively. In Figure 7, we compare the performance of VQ-Drop and HD-Drop in terms of the percentage of received packets in three different scenarios. When the input rate is below 70%, our VQBNC system does not need to drop any packet to keep the queue stable. On the other hand, in HD-Drop with...
a hard deadline of 7 time slots, some packets are lost because the hard deadline may expire before a packet is received by both receivers. When the input rate is higher than 70%, we find that the performance of the two dropping methods are quiet similar.

**Scenario 1, $\lambda = 0.65$**

**Scenario 2, $\lambda = 0.8$**

**Scenario 3, $\lambda = 0.93$**

Figure 7: Received and dropped packets for scenario 1, 2 and 3.

Note that, in HD-Drop, the system is guaranteed to be stable as long as the deadline
is bounded. When the deadline (i.e. the buffer size) is sufficiently large, HD-Drop and VQ-Drop are essentially the same, where only the head-of-line packets in the queue can be dropped because all other packets are younger than the head-of-line packets (i.e. VQ-Drop and HD-Drop are the same asymptotically). Then, one would ask if the queue stability depends on the deadline in HD-Drop? The answer is no. While having a larger deadline may result in a larger queue size, the system remains stable with any hard deadline less than infinity. The only difference is that at the very first time slots no packet reaches its deadline and so no packet is dropped from the queue. But when we increase the number of iterations (time slots) towards infinity this difference is negligible.

As a final point, in HD-Drop method, we do not have any sense of the percentage of dropped packets before running the system and in some cases packets are dropped unnecessarily (e.g. scenario 1). Compared to HD-Drop, VQ-Drop provides more design flexibility: (1) we can assign dropping rate for each user depending on its channel loss; (2) according to our analysis, we can quantify the percentage of dropped packets beforehand to achieve a stable queue system.

B Multi-User Case System Model

In this section we want to analyze the queue stability in the scenario that we have more than 2 receivers. All of other assumptions are the same as that of the previous section.

We consider that the channels from the source to different receivers are independent. The channel outcome at each receiver is immediately available at the source by the feedback of each receiver.

In the transmitter side we assume to have a new two-level queue structure: the
main queue $Q_0$ stores the newly arrived packets; the virtual queue $Q_v$ stores those transmitted packets that are successfully received by at least one but not all receivers. For each packet $P_i \in Q_v$, an index set $I_i$ is introduced which consists of the receivers who have not successfully received packet $P_i$. For simplicity, Figure 8 shows the architecture of the queuing model with common channel loss probabilities of $\epsilon$. It should be noted that a transmitted packet from $Q_0$ remains in $Q_0$ if it is received by none of the receivers, which is shown in Figure 8 as feedback for $Q_0$ with probability $\epsilon^n \mu_0$. In Figure 8, $\mu_0$ and $\mu_v$ are the service rates and $\lambda_0$ and $\lambda_v$ are the input rates for $Q_0$ and $Q_v$ respectively; and $\lambda_1$ is the rate by which a packet is received by all receivers at the same time. From Figure 8 we can easily obtain

$$\lambda_v = \mu_0 - \lambda_1 = (1 - (1 - \epsilon)^n) \mu_0$$

(20)

where,

$$\mu_0 = \frac{\lambda_0}{1 - \epsilon^n}$$

(21)

Since the packets in the virtual queue still occupy memory of the transmitter, the total queue size, $|Q_T|$, is given by $|Q_T| = |Q_0| + |Q_v|$.

Based on the queue structure in Figure 8, we have the following observations: (1) Sending a main queue packet (m-packet) maximizes the effective throughput because the m-packet is desired by all receivers; (2) While a virtual queue packet (v-packet) is only useful for a subset of receivers, its index set provides necessary and sufficient side information to employ network coding to reduce the overall queue length. There is a tradeoff between queue size and throughput. To maximize the input rate and guarantee queuing stability, we propose a new Virtual Queue based Multicast Network Coding and
Scheduling scheme (VQ-MNCS) with the following transmission priority policy:

1. **First priority**: Whenever there exist more than \( k \) packets in \( Q_v \), the transmitter selects the maximum number of packets in \( Q_v \) whose index sets are mutually exclusive (i.e., no intersection between any two index sets). If there are more than one selection options, the set of packets with the largest aggregated receiver index set will be selected. Then, the selected packets are combined via RNC (i.e., XOR operation) and the network coded packet is sent out in the current time slot. Then, according to receiver feedback, each selected packet either updates its index set or in particular, if the packet is successfully decoded by all the intended receivers, its index set becomes empty and the packet leaves the queue system immediately.

2. **Second priority**: If the first priority is not applicable and \( Q_0 \) is nonempty, the head-of-line packet from \( Q_0 \) is sent to all receivers.

3. **Third priority**: If both the first and second priorities are not met, the packets selection and RNC combining process described in the first priority is performed, even though the number of packets in \( Q_v \) is less than \( k \).

![Figure 8: Architecture of the queuing model.](image-url)

Examples below clarify these priorities:
Suppose we have 4 receivers and there are 5 packets in $Q_v$ with different indices as below:

$$Q_v = \{[2], [124], [13], [234], [3]\}$$

where index [124] refers to a packet which is not received by receiver 1, 2 and 4.

we have two options of XOR-ing packets:

1) $[2] \oplus [13] = [123]$  
2) $[124] \oplus [3] = [1234]$ 

According to the previous discussion option (2) is chosen because it has a longer resulted index which means the resulted packet aims for more receivers; here all of the receivers. Now consider sending a XOR-ed packet and receiving a feedback. It should be noted that for instance feedback [1100] means the first two receivers received the previous packet successfully while the last two did not.


2. XOR-ed packet: [123] , feedback: [1110] $\Rightarrow$ [ ] (packet leaves $Q_v$ because it is received by all the receivers of its index).

Based on the above policy, the packet encoding and scheduling method is summarized in Algorithm 2.

**Remark 1.** Threshold $k$ is a key system parameter. Generally, the combining of $v$-packets (i.e., network coding) becomes more beneficial when $k$ is large. On the other hand, larger $k$ increases the queue length (i.e., more memory) and the complexity to find the optimal packet subset $P$. 
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Algorithm 2 (VQ-MNCS Algorithm)

1: Set the value of threshold $k$.
2: \textbf{while} $Q_T$ is nonempty \textbf{do}
3: \hspace{1em} \textbf{if} $Q_0$ is nonempty and $|Q_v| \leq k$ \textbf{then}
4: \hspace{2em} Transmits head-of-line packet $p_h \in Q_0$.
5: \hspace{2em} \textbf{if} $p_h$ is received by all receivers \textbf{then}
6: \hspace{3em} $p_h$ leaves the queuing system
7: \hspace{2em} \textbf{else if} $p_h$ is not received by any receiver \textbf{then}
8: \hspace{3em} $p_h$ stays put in $Q_0$.
9: \hspace{2em} \textbf{else}
10: \hspace{3em} $p_h$ becomes a v-packet and enters $Q_v$ with an associated index set.
11: \hspace{2em} \textbf{end if}
12: \hspace{1em} \textbf{else}
13: \hspace{2em} Find packet subset $P \subset Q_v$, whose index sets are mutually exclusive, such that its cardinality $|P|$ is maximized.
14: \hspace{2em} XOR-combine all packets in $P$ and transmit the combined packet.
15: \hspace{2em} Based on receiver feedback, update the index sets of the involved v-packets.
16: \hspace{2em} \textbf{if} an updated index set becomes empty \textbf{then}
17: \hspace{3em} the corresponding packet leaves the queue.
18: \hspace{2em} \textbf{end if}
19: \hspace{1em} \textbf{end if}
20: \textbf{end while}

Remark 2. When the number of receivers $n$ is large, finding the optimal subset $P$ (line 13 of Algorithm 2) is nontrivial. In this case, to simplify the complexity, we can limit the size of $P$ to $j$ (i.e., $|P| = j$, denoted as $j$ – Best) where the $j$ index sets are mutually exclusive and their union yields the longest index set.

1 Performance Analysis

To better understand Algorithm 2, in this section we provide performance analysis to determine the maximum input rate under queuing stability constraint. For simplicity, we consider the case of three receivers. However, the results can be extended to an arbitrary number of users. Here, we focus on delay-sensitive multicast transmissions where each virtual queue packet will leave the queue after it is network coded and...
re-transmitted (regardless if it is received or not by all receivers). Under the queue stability condition, we assume there are \( L \) packets in the virtual queue, i.e., \( Q_v = \{P_1, P_2, ..., P_L\} \) with associated index sets \( S = \{I_1, I_2, ..., I_L\} \). Now we want to find out the probability of the existence of a packet with \( r \) specific indices, referred as \( r \)-element index set in \( S \) in a \( n \) receiver scenario. First we define events X and Y as follows:

- **Event X**: a transmitted m-packet is not received by \( r \) specific users.

- **Event Y**: a transmitted m-packet is received by at least one but not all of the receivers (i.e., a m-packet becomes a v-packet).

Then, the probability that a v-packet’s index set consists of \( r \) specific users is given by

\[
P_r = p_{(X|Y)} = \frac{p_{(X\cap Y)}}{p_Y} = \frac{e^r(1-e)^{n-r}}{1-e^n-(1-e)^n} \tag{22}
\]

In the next step, our stability analysis focuses on a scenario with 3 receivers. In the 3 receiver scenario we only have three options for XOR-ing packets of \( Q_v \). Accordingly, we have the following priority policy:

1. **First priority**: It is clear that XOR-ing three different packets with \( 1-e \)-element index set yield the best performance. Probability of the existence of these three packets in the \( Q_v \) is

\[
P_{1+1+1} = \binom{n}{3} \sum_{k_1=1}^{L-2} \sum_{k_2=1}^{L-k_1-1} \sum_{k_3=1}^{L-k_1-k_2} \binom{L}{k_1, k_2, k_3} p_1^{k_1} p_2^{k_2} p_3^{k_3} (1-3p_1)^{L-(k_1+k_2+k_3)}
\]

\[ \tag{23} \]

2. **Second priority**: While the first priority is not applicable, XOR-ing one packet with \( 1-e \)-element index set and one packet with \( 2-e \)-element index set has the second
highest performance and can be obtained from

\[ P_{1+2} = \binom{n}{1,2} \left[ \sum_{k_1=1}^{L-2} \sum_{k_2=1}^{L-k_1-1} \sum_{k_3=1}^{L-k_1-k_2} 2 \binom{L}{k_1, k_2, k_3} p_1^{k_1} p_2^{k_2} \left( 1 - 3p_1 - p_2 \right) \right] \]

where \( p_1 \) and \( p_2 \) are the probabilities of the existence of a 1 - element and 2 - element index set in \( S \) and they can be obtained from (22).

3. **Third priority**: While both first and second priorities are not applicable our option would be XOR-ing two different packets with 1 - element index sets

\[ P_{1+1} = \binom{n}{2} \sum_{k_1=1}^{L-1} \sum_{k_2=1}^{L-k_1} \binom{L}{k_1, k_2} p_1^{k_1} p_2^{k_2} \left( 1 - 3p_1 - p_2 \right) \left( 1 - \mu \right) \] \hspace{1cm} (25)

Now we can conclude that the total probability that packets leave \( Q_v \) is

\[ \mu_v = \frac{\lambda_v}{3} P_{1+1+1} + \frac{\lambda_v}{2} P_{1+1} + \frac{\lambda_v}{2} P_{1+2} + \lambda_v \left( 1 - P_{1+1+1} - P_{1+1} - P_{1+2} \right) \left( 1 - \mu_0 \right) \] \hspace{1cm} (26)

where the numbers in the denominators, 3, 2 and 2, are the numbers of combined packets with RNC. Where \( \lambda_v \) and \( \mu_0 \) can be obtained from (20) and (21).

It is obvious that the exiting packets from each queue enter the channel which is assumed to have the maximum capacity of one packet per time slot. Thus

\[ \mu_0 + \mu_v \leq 1 \] \hspace{1cm} (27)

Substituting (20), (21) and (26) in (27) we can obtain a second order equation of \( \lambda_0 \). For any given \( \epsilon \) the maximum input rate, \( \lambda_{max} \), can be obtained from

\[ \lambda_{max} = \lim_{L \to \infty} \{ \lambda_0 | 0 \leq \lambda_0 \leq 1 \} \] \hspace{1cm} (28)
Figure 9 shows $\lambda_0$ versus virtual queue length for different values of $\epsilon$. As it can be observed from Figure 9, by increasing $L$, $\lambda_0$ asymptotically converges to its maximum value and for each $\epsilon$, after a certain number of $L$ the input rate does not change much. Thus, if $L$ is greater than some threshold we can assume that maximum input rate is not dependant on $L$ anymore. Table 1 shows these maximum values of $\lambda_0$ for different values of $\epsilon$. Using MATLAB software, we also try to fit a polynomial function into data of Table 1. The following equation is a 3 order equation that finds $\lambda_{max}$ only as a function of $\epsilon$.

$$\lambda_{max} = -1.39\epsilon^3 + 1.21\epsilon^2 - 0.9\epsilon + 1$$

(29)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
<th>35%</th>
<th>40%</th>
<th>45%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{max}$</td>
<td>0.916</td>
<td>0.883</td>
<td>0.853</td>
<td>0.825</td>
<td>0.798</td>
<td>0.771</td>
<td>0.742</td>
<td>0.711</td>
<td>0.677</td>
</tr>
</tbody>
</table>

Figure 9: Input rate versus virtual queue length.
As we mentioned before, these results are only valid for the scenario with 3 number of receivers; however, for different number of receivers, the only difference is the number of probabilities explained before as \( P_{1+1+1} \), \( P_{1+1} \) and \( P_{1+2} \).

For \( n \) number of receivers, the number of probabilities we have to calculate can be derived from the mathematical method called "Partitions of Integers".

**Definition.** If a finite sequence \((a_1, a_2, ..., a_k)\) of positive integers satisfies \( a_1 \geq a_2 \geq ... \geq a_k \) and \( a_1 + a_2 + ... + a_k = n \), then we call that sequence a partition of the integer \( n \) or simply \( p(n) \) [25].

So far, we could say that the number of possible cases or probabilities we have to calculate for arbitrary number of users, \( n \) is: \( p(n) - 1 \).

It should be noted that beside \( p(n) - 1 \) number of possible cases, we also can add the partitions of integers less than \( n \). Thus, the final number of possible cases, \( N_p \) is:

\[
N_p = \sum_{k=2}^{n} \left[ p(k) - 1 \right]
\]

(30)

While an exact formula for \( p(n) \) actually exist, it is by no means simple. For more details you can refer to reference [26]. However, for small numbers of \( n \) you can refer to Table 2.

**TABLE 2**

<table>
<thead>
<tr>
<th>( n )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(n) )</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>11</td>
<td>15</td>
<td>22</td>
</tr>
</tbody>
</table>

In order to calculate the complexity of VQ-MNCS Algorithm, we have to exhaustively search and compare all packets in the queue of length \( L \) to find packets that
have mutually exclusive index sets. In the worst case, the total number of comparisons is

\[ C_T = \sum_{i=2}^{L} \binom{L}{i} \frac{i(i-1)}{2} \]  

(31)

We can see that the complexity of the VQ-MNCS algorithm is proportional to \(2^L L^2\).

Furthermore, note that the complexity of comparing two index sets depends on the length of the packets indices. In a \(n\) user scenario, the maximum length of an index set is \(n - 1\). Therefore, in the worst case, the algorithm complexity is \(O((n-1)2^L L^2) \simeq O(n2^L L^2)\).

To reduce the computational complexity, we introduce a suboptimal \(j-Best\) algorithm in which we combine no more than \(j\) packets with mutually exclusive index sets. Compared to the exponential complexity in (31), the complexity of \(j-Best\) algorithm is reduced to polynomial \(O(nL^4)\).

### 2 Simulation Results

In this section, we validate the effectiveness of the proposed VQ-MNCS algorithm by simulation in MATLAB and compare its performance with existing solutions.

For the case of three receivers described in this chapter, Figure 10 illustrates the maximum input rate versus \(\epsilon\) when the queuing system is stable. We can see that the simulation results match our analysis very well. As expected, the input rate decreases with \(\epsilon\). More importantly, our VQ-MNCS solution outperforms the traditional ARQ and the one proposed in [19], and the performance gain increases with \(\epsilon\). Similarly, Figure 11 compares our VQ-MNCS based algorithms with [19] and ARQ when the number of receivers is 6. In particular, we apply the \(j-Best\) methods \((j = 2, 3, 4)\). As expected, the maximum input rate increases with the value of \(j\). With the relaxation described in the previous section, we can see that the green curve upper bounds all other transmission schemes.
Figure 10: Simulation and analytical results of VQ-MNCS in comparison with ARQ and an existing work.

Figure 11: Maximum input rate versus channel loss.
CHAPTER III

DATA-FLOW MODEL

In this chapter, we introduce sub-queues in the queuing system and a new Data-Flow model in which transition between sub-queues are denoted by a certain probability is developed. Next, we propose scheduling methods for choosing appropriate network coding scheme to combine packets. Finally we formulate the problem into a linear programming problem (LP). The solution of the LP finds the maximum input rate while the transmitter sub-queues are guaranteed to be stable. Comparing with other existing works, our main contribution is that the network coding based Data-Flow approach provides the optimal stable input rate. Under the queue stability constraint, the input rate equals the services rate, which is also the network throughput. Therefore, the maximum stable input rate provides the maximum achievable network throughput when bounded queuing system is considered.

A System Model

Consider a single-hop wireless multicast network with the same system model as described in chapter II. Each packet is received successfully by receiver \( i \) with probability \( \gamma_i = 1 - \epsilon_i \) \((i = 1, 2, ..., N)\). We assume that (1) the erasure probabilities are fixed during the operation which corresponds to static channels (extremely slow fading channels) or
stationary fast fading channels; (2) each packet transmission takes one time slot; (3) after every packet transmission, each receiver feeds back a one-bit feedback to the transmitter indicating whether the previously sent packet has been successfully received. A queue is considered stable if the arrival rate is less than the service rate.

Figure 12: Architecture of the Data-Flow model.

In this section, we propose a new transmitter queuing structure described as follows. The newly arrived packets are first stored at the main queue, denoted as sub-queue $q_0$. After a packet is transmitted from $q_0$, there are three possibilities: (1) the packet stays in $q_0$ if it is not received by any receiver; (2) the packet leaves the queuing system if it is received by all users; (3) the packet enters into one of the other sub-queues if it is received by at least one but not all users. Note that each sub-queue $q_i$ ($i = 0, 1, 2, ... M$) is associated with a unique index set, $I_i$, consisting of indices of those intended users who have not received the packet(s) in $q_i$ [27]. The number of sub-queues (unique index sets) is $2^N - 1$ so that
TABLE 3
Network coding schemes with 3 receivers

<table>
<thead>
<tr>
<th>Queue #</th>
<th>$q_0$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$q_5$</th>
<th>$q_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index Set</td>
<td>{1,2,3}</td>
<td>{1,2}</td>
<td>{2,3}</td>
<td>{1,3}</td>
<td>{1}</td>
<td>{2}</td>
<td>{3}</td>
</tr>
<tr>
<td>$NC_0$</td>
<td>$P_0$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$NC_1$</td>
<td>$P_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$NC_2$</td>
<td>$P_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$NC_3$</td>
<td>$P_3$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$NC_4$</td>
<td>$P_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

$M = 2^N - 2$ where $N$ is the number of users.

The objective is to find an optimal packet scheduling scheme that maximizes the input rate $\lambda$, subject to the queuing stability constraint (i.e. the input rate of each queue is less than its service rate). To do so, in each time slot, the transmitter employs network coding to combine packets from a group of selected sub-queues and multicasts the network coded packet to all users. In particular, the selected sub-queues must meet the following two conditions: (1) their index sets are mutually exclusive (i.e. no intersection between any two index sets) to ensure the received packet is instantly decodable at all intended users; (2) the union of these index sets is a full user set so that every network coded packet provides innovative information to all users.

For simplicity, in this chapter we consider a three user scenario which has seven sub-queues. In this case, the transmitter has a total of five network coding (packet combining) schemes satisfying the above two conditions, as shown in Table 3. In each time slot, the transmitter will select one of the five schemes with a certain probability. For instance, with
probability $P_2$, the transmitter uses network coding scheme 2 ($NC_2$) to combine packets from $q_1$ and $q_6$.

Figure 12 shows the Data-Flow model for the three user case, where packets first enter $q_0$ with rate $\lambda$ and eventually are received by all users and leave the queuing system. Let’s use $q_1$ as an example. A packet from $q_1$ is selected for packet combining only if the transmitter uses $NC_2$. In each time slot, the transmitter selects $NC_2$ with probability $P_2$. A packet leaving $q_1$ has 4 possible outcomes:

1. **Outcome 1**: the packet is received by $R_1$ and $R_2$, so the packet is received by all three receivers and leaves the queuing system with transition probability $P_2\gamma_1\gamma_2$.

2. **Outcome 2**: the packet is received by $R_1$ but not $R_2$, so the packet moves to $q_5$ with transition probability $P_2\gamma_1\epsilon_2$.

3. **Outcome 3**: the packet is received by $R_2$ but not $R_1$, so the packet moves to $q_4$ with transition probability $P_2\epsilon_1\gamma_2$.

4. **Outcome 4**: The packet is received by none of the receivers and it stays in $q_1$ with transition probability $P_2\epsilon_1\epsilon_2$.

Similarly, with the aid of Table 3, we can obtain the other transition probabilities in Figure 12.

B Performance Analysis

In this section we provide performance analysis to determine the maximum input rate under queuing stability constraint. While the analysis is based on Figure 12 for three users, the results can be extended to an arbitrary number of users.
Using the Data-Flow model in Figure 12, the optimization problem can be cast into the following linear programming [28] problem:

\[
\begin{align*}
\text{max} & \quad \lambda \\
\text{s.t.} & \quad c_0 : \lambda - P_0(\epsilon_1 \epsilon_2 \gamma_3 + \epsilon_1 \gamma_2 \gamma_3 + \gamma_1 \gamma_2 \gamma_3 + \epsilon_2 \gamma_1 \gamma_3 + \epsilon_2 \epsilon_3 \gamma_1 + \gamma_1 \gamma_2 \epsilon_3 + \epsilon_1 \epsilon_3 \gamma_2) \leq 0; \\
& \quad c_1 : P_0 \epsilon_1 \epsilon_2 \gamma_3 - P_2(\gamma_1 \gamma_2 + \epsilon_1 \gamma_2 + \gamma_1 \epsilon_2) \leq 0; \\
& \quad c_2 : P_0 \epsilon_2 \epsilon_3 \gamma_1 - P_3(\epsilon_2 \gamma_3 + \gamma_2 \gamma_3 + \epsilon_3 \gamma_2) \leq 0; \\
& \quad c_3 : P_0 \epsilon_1 \epsilon_3 \gamma_2 - P_4(\gamma_1 \gamma_3 + \epsilon_1 \epsilon_3 + \gamma_1 \epsilon_3) \leq 0; \\
& \quad c_4 : P_2 \epsilon_1 \gamma_2 + P_0 \epsilon_1 \gamma_2 \gamma_3 + P_4 \epsilon_1 \gamma_3 - (P_1 + P_3) \gamma_1 \leq 0; \\
& \quad c_5 : P_2 \gamma_1 \epsilon_2 + P_0 \epsilon_2 \gamma_1 \gamma_3 + P_3 \epsilon_2 \gamma_3 - (P_1 + P_4) \gamma_2 \leq 0; \\
& \quad c_6 : P_3 \epsilon_3 \gamma_2 + P_0 \epsilon_3 \gamma_1 \gamma_2 + P_4 \epsilon_3 \gamma_1 - (P_1 + P_2) \gamma_3 \leq 0; \\
& \quad \sum_{i=0}^{4} P_i = 1; \\
& \quad P_i \geq 0 \forall i
\end{align*}
\]

where \(\{P_0, P_1, P_2, P_3, P_4\}\) are the optimization variables representing an optimal probability mass function (PMF), and each constraint guarantees the stability of each sub-queue. In every time slot, according to this optimal PMF, the transmitter randomly chooses a NC scheme from sample space \(\{NC_0, NC_1, NC_2, NC_3, NC_4\}\).

To solve problem (32), we use Simplex Method [28] and LINGO software to find the optimal \(P_i\) and \(\lambda_{\text{max}}\). Table 4 shows the optimal solutions with different \(\epsilon\). According to

<table>
<thead>
<tr>
<th>(\epsilon_1)</th>
<th>(\epsilon_2)</th>
<th>(\epsilon_3)</th>
<th>(\lambda_{\text{max}})</th>
<th>(P_0)</th>
<th>(P_1)</th>
<th>(P_2)</th>
<th>(P_3)</th>
<th>(P_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.9</td>
<td>0.7452907E-01</td>
<td>0.8190008E-02</td>
<td>0.8190008E-02</td>
<td>0.8190008E-02</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.8</td>
<td>0.8064516</td>
<td>0.1129032</td>
<td>0.2688172E-01</td>
<td>0.2688172E-01</td>
<td>0.2688172E-01</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.8016032</td>
<td>0.1074877</td>
<td>0.1472332E-01</td>
<td>0.1472332E-01</td>
<td>0.1472332E-01</td>
</tr>
<tr>
<td>0.1</td>
<td>0.2</td>
<td>0.1</td>
<td>0.8</td>
<td>0.8032129</td>
<td>0.1404393</td>
<td>0.1311368E-01</td>
<td>0.3012048E-01</td>
<td>0.1311368E-01</td>
</tr>
</tbody>
</table>
Table 4, we can find out that the maximum input rate is determined by the worst channel erasure probability. In fact, in the general $N$-user case, we have the following capacity region

$$\Lambda = \{ \lambda : \lambda < 1 - \max(\epsilon_1, \epsilon_2, \ldots, \epsilon_N) \},$$

which was approved previously for the two user case.

C What happens if $\lambda > \lambda_{max}$?

If the input rate is greater than $\lambda_{max}$, the queue length will grow unboundedly. In this case, some packets from the sub-queue(s) must be dropped to make the queuing system stable. That is, in every time slot the head-of-line packet(s) are dropped with a given probability from certain sub-queue(s). We solve the linear problem in (32) using LINGO optimization software, which creates a detailed Solution Report including the dual price for each constraint [29]. Specifically, for problem (32), the dual price can be interpreted as the amount of throughput improvement (i.e., $\Delta \lambda_{max}$) if the right-hand side (RHS) of the constraint is increased by one unit. According to the dual price vector, we can figure out the sub-queue(s) from which packets must be dropped. The Slack vector in the report indicates how close it is to satisfy each constraint as an equality. Table 5 shows the slack and dual price vectors for problem (32) when $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$ are 0.1, 0.2 and 0.3 respectively. Specifically, the constraint is exactly satisfied as an equality when its slack value is zero, while positive slack values indicate nonbinding constraints (for $q_1$ and $q_4$). A zero dual price means that a small increase of the right-hand side of the constraint will have no effect on the optimal solution. Thus, in order to increase $\lambda_{max}$ we first apply a packet dropping rate (probability) to the constraints with nonzero dual prices. In Table 5, since those nonzero
dual prices are equal, there is no preference in choosing a sub-queue to enforce packet dropping. For example, in order to increase $\lambda_{\text{max}}$ from 0.7 to 0.8 with the same erasure channel, there are two options:

- Increase the RHS of constraint $q_0$, $q_2$, $q_3$, or $q_6$ by 0.1 (i.e., the dropping rate of 0.1 is applied to only one sub-queue).

- Increase the RHS of all constraints $q_0$, $q_2$, $q_3$, and $q_6$ by 0.025 (i.e., the dropping rate of 0.025 is applied to 4 sub-queues).

**TABLE 5**

Slack and dual price for Eq. (32) constraints when $\epsilon_1 = 0.1$, $\epsilon_2 = 0.2$ and $\epsilon_3 = 0.3$

<table>
<thead>
<tr>
<th>Constraint</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
<th>$c_5$</th>
<th>$c_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slack</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Dual Price</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

D What happens when $N > 3$?

Our Data-Flow algorithm can be extended to an arbitrary number of users, where the key is to find out all possible NC schemes that satisfy the two conditions of the previous section. Specifically, the number of NC schemes is equal to the mathematical concept called "Bell number" [25], which calculates the number of ways a set with $n$ elements can be partitioned into disjoint, non-empty subsets. The $n^{th}$ Bell number is given as

$$B(n) = \sum_{k=0}^{n} S(n, k)$$

(34)

where $S(n, k)$ is the *Stirling numbers of the second kind* [25]
Algorithm 3 (Data-Flow Algorithm)

1: Do Simplex Method to solve LP and find $P_i$s.
2: while $q_T$ is nonempty do
3: Choose $NC_i$ based on $P_i$
4: for $j \in \{j | x_{ij} = 1\}$ do
5: The head-of-line packet, $p_j^h$ is transmitted from $q_j$.
6: $I_j^h$ is updated according to feedback.
7: if $I_j^h$ is $\emptyset$ then
8: $p_j^h$ leaves the queuing system
9: else if $p_j^h$ is not received by any receiver then
10: $p_j^h$ stays in $q_j$.
11: else
12: $p_j^h$ enters a new sub-queue according to its updated $I_j^h$
13: end if
14: end for
15: end while

\[
S(n, k) = \frac{1}{k!} T(n, k)
\]  \hspace{1cm} (35)

with $T(n, k) = k^n - C(k, 1)(k - 1)^n + C(k, 2)(k - 2)^n - ... + (-1)^{(k-1)}C(k, k - 1)1^n$, where $C(i, j)$ is a single-line notation for combination.

For a multicast network with $N$ users, the number of network coding schemes is $S_N = B(N)$, and Table 3 becomes the following $S_N$ by $M$ matrix $X$.

\[
X = \begin{bmatrix}
  x_{11} & \cdots & x_{1M} \\
  \vdots & \ddots & \vdots \\
  x_{SN1} & \cdots & x_{SNM}
\end{bmatrix}
\]

where $x_{ij}$ is either 0 or 1, indicating whether in the $i^{th}$ NC scheme, the $j^{th}$ sub-queue is chosen or not. The Data-Flow model for arbitrary number of users is summarized in Algorithm 3.

The complexity of Algorithm 3 has two components:

- **The complexity of Simplex.** At the beginning, we use the Simplex method to solve
(32). While its worst case complexity could be exponential [30], the Simplex method is remarkably efficient in practice. The good news is that, in Algorithm 3, equation (32) is solved only once for all time slots so that this complexity is negligible when it is averaged over the total number of time slots.

- **The complexity of network coding (NC).** In Algorithm 3, there are $S_N$ NC schemes and their probabilities adds up to 1. We divide $[0 \ 1]$ to $S_N$ partitions and generate a random number between $[0 \ 1]$. Based on the partition in which the generated number is occurred, the corresponding NC scheme is selected. Therefore, the complexity of the algorithm is $O(S_N)$.

E  Simulation Results

For the case of three users, Figure 13 shows the maximum input rate $\lambda_{max}$ versus $\epsilon$ when the queuing system is stable. As expected, $\lambda_{max}$ decreases with $\epsilon$. We can observe that the simulation results match our analysis very well. More importantly, our Data-Flow solution outperforms the traditional ARQ and the one proposed in [19].

Besides queuing stability, we also study the backlog, i.e. the average number of packets in each sub-queue. Table 6 shows the backlog for $\epsilon_1 = 0.1$ and $\epsilon_2 = \epsilon_3 = 0.2$. It shows that the backlog of a sub-queue is higher if its index set consists of a receiver with higher channel loss.
In Algorithm 3, based on the optimal PMF, the transmitter randomly chooses a NC scheme regardless of the status of the involved sub-queues. In fact, it is possible that the chosen sub-queues are all empty so that the time slot is wasted (i.e., idle transmitter). To avoid this, we further propose the Improved Data-Flow algorithm. That is, in the case of idle transmitter, another NC scheme will be selected (based on the same PMF) until the transmitter has something to send or the entire queuing system is empty. Figure 14 (a) shows the probability of idle transmitter versus \( \lambda (\lambda \in \Lambda) \) for both Data-Flow and Improved Data-Flow algorithms. Similarly, Figure 14 (b) shows the total queue length, \( Q_T \), versus \( \lambda \). In both figures, we can clearly see that the improved Data-Flow algorithm can significantly

**TABLE 6**

Average backlog in each sub-queue

<table>
<thead>
<tr>
<th>Constraint</th>
<th>( c_0 )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_4 )</th>
<th>( c_5 )</th>
<th>( c_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backlog (Ave)</td>
<td>87.6</td>
<td>13</td>
<td>65.3</td>
<td>52</td>
<td>0.5</td>
<td>100</td>
<td>37.6</td>
</tr>
</tbody>
</table>

Figure 13: Maximum input rate comparison.
reduce the likelihood of idle transmitter and the total queue length.

Figure 14: (a) Rate of the transmitter being idle in both Data-Flow and Improved Data-Flow algorithm. (b) $Q_T$ length comparison of Data-Flow and Improved Data-Flow algorithm.
CHAPTER IV

LYAPUNOV BASED SCHEDULING

In this chapter, the queue structure of chapter III is adopted and a new scheduling policy is proposed which is applicable to arbitrary number of users. Based on network coding and Lyapunov Optimization Model, we investigate new low-complexity multicast scheduling algorithm that not only meets the queue stability constraint but also minimizes the queue size.

To minimize the average transmission power, we further derive a scheduling policy that simultaneously minimizes both power and queue size, where the transmitter may choose to be idle to save energy consumption.

Moreover, we expand our work by considering time-critical data where each packet expires after a predefined deadline and is then considered useless for any receiver and consequently dropped from the system. However, for packets with hard deadlines queue stability is trivial and irrelevant since expired packets are dropped in any case.

A System Model

We consider a one-hop wireless multicast system as the system model described in chapter III where the transmitter benefit from a one bit feedback from all users.

A queue is considered stable if the arrival rate is less than the service rate. Let $\mu$ be
the service rate of the source queue, the stability condition is given by $\lambda/\mu < 1$. Further, for a time-critical system it is assumed that each packet is associated with a packet delivery deadline after which the packet is considered useless.

In this chapter we explore network coding based multicast scheduling schemes. We adopt the same queuing model as in chapter III. Specifically, the queue system at the transmitter consists of $M$ sub-queues with $M = 2^N - 1$. Each sub-queue $q_i$ ($i = 0, 1, ..., M - 1$) is associated with a unique user index set $I_i$, indicating its intended users (i.e., all users that are still expecting packets from $q_i$). Note that all the newly arrived packets are first stored in $q_0$ whose user index set is $I_0 = \{1, ..., N\}$. In each time slot, according to certain network coding scheme, packets from some different sub-queues (i.e., NC participating packets) are combined into a network coded packet and transmitted. It is worth noting that, to simultaneously minimize the queue size and benefit the maximum number of users, the index sets of the selected sub-queues are disjoint and their union forms a complete user set. After each transmission, based on the receiver feedback, a participating packet may: (1) stay in the same sub-queue if none of its intended users received the network coded packet; or (2) leaves the queue system if all of its intended users received the network coded packet; or (3) moves to another sub-queue whose user index set matches the participating packet’s new intended users.

The queue structure for the case of three receivers is provided in Table 7 with five network coding scheduling schemes. For example, $S_0$ means to transmit the head-of-line packet from $q_0$; $S_1$ means to combines the head-of-line packets from $q_4$, $q_5$ and $q_6$ for transmission. Accordingly, Figure 15 illustrates the Data-Flow model, where packets enter $q_0$ by rate $\lambda$ and eventually are received by all users and leave the queueing system.
A NCS scheduling vector $S_j$ is defined as

$$S_j = [s_{ji} | s_{ji} \in \{0, 1\}, \forall i \in \{0, ..., M\}] \quad \forall j = 0, ..., 4$$  \hspace{1cm} (36)

where element $s_{ji} = 1$ when $q_i$ is involved in $S_j$, otherwise $s_{ji} = 0$. In Table 7 each row represents the scheduling vector of the corresponding NCS scheme.

### Table 7

Network coding scheduling policies for a system with 3 receivers.

<table>
<thead>
<tr>
<th>Sub-queue</th>
<th>$q_0$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_3$</th>
<th>$q_4$</th>
<th>$q_5$</th>
<th>$q_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index Set</td>
<td>{1,2,3}</td>
<td>{1,2}</td>
<td>{2,3}</td>
<td>{1,3}</td>
<td>{1}</td>
<td>{2}</td>
<td>{3}</td>
</tr>
<tr>
<td>$S_0$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$S_1$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$S_2$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$S_3$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$S_4$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Our first objective is to find the optimal network coding scheduling scheme to keep the queue system stable. To solve this problem, in chapter III we proposed Linear Programming based Scheduling method (LPS) [31] and derived the following capacity region

$$\Lambda = \{\lambda : \lambda < 1 - max(\epsilon_1, \epsilon_2, ..., \epsilon_N)\}$$  \hspace{1cm} (37)

However, the LPS approach is not suitable for dynamic fading channels, where the packet error rates vary from time slot to time slot so that the linear programming problem must be solved at the beginning of every time slot. To reduce the computational complexity, in this chapter we apply Lyapunov Optimization Model by defining Decision Variables (DV) and derive new scheduling scheme that keeps the system strongly stable. Note that a strongly stable queueing system is defined in [32] as follows:
**Definition 1:** A discrete time process \( q(t) \) is strongly stable if

\[
\limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\{|q(\tau)|\} < \infty
\]

where \( |q(\tau)| \) is the cardinality of \( q(\tau) \).

An extension of this definition for a system with \( M \) sub-queues can be presented as

\[
\limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i=0}^{M-1} \mathbb{E}\{|q_i(\tau)|\} < \infty
\]
B Lyapunov Based Network Coding Scheme

Using Lyapunov optimization model, for any input rate in the capacity region [see Eq. (37)], we aim to obtain a scheduling scheme that not only guarantees queueing stability but also minimize the sub-queue lengths. In the rest of this chapter, this new approach is called Lyapunov based Scheduling (LyS).

Defining sub-queue length vector \( Q = [Q_0, Q_1, ..., Q_{M-1}] \) with \( Q_i \) being the queue length (backlog) for sub-queue, \( q_i \), the queueing dynamic can be written as

\[
Q_i(t + 1) = \max\{Q_i(t) - D_i(t), 0\} + A_i(t) \quad \forall i = 0, 1, ..., M - 1
\]

(40)

where \( A_i \) and \( D_i \) are respectively the total arrival rate and departure rate for each sub-queue.

The Lyapunov function [32] for a queueing system with \( M \) sub-queues is defined as

\[
L(t) = \frac{1}{2} \sum_{i=0}^{M-1} Q_i^2(t)
\]

(41)

Accordingly, Lyapunov Drift is defined in (42) as the change in Lyapunov function from one time slot to the next,

\[
\Delta L(t) = L(t + 1) - L(t) = \frac{1}{2} \sum_{i=0}^{M-1} [Q_i^2(t + 1) - Q_i^2(t)]
\]

(42)

Plugging (40) into (42), we have

\[
\Delta L(t) \leq \sum_{i=0}^{M-1} \frac{A_i^2(t) + D_i^2(t)}{2} + \sum_{i=0}^{M-1} Q_i(t) [A_i(t) - D_i(t)]
\]

(43)

Then, we define conditional Lyapunov drift as

\[
\Delta L_c(t) = \mathbb{E}\{ (L(t + 1) - L(t)) | Q(t) \}
\]

(44)
where the expectation depends on the randomness of the channel. Similarly, using \((40)\) we have

\[
\Delta L_c(t) \leq \mathbb{E}\{ \sum_{i=0}^{M-1} \frac{A_i^2(t) + D_i^2(t)}{2} |Q(t) + \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t)\} \tag{45}
\]

Since \(A_i(t)\) and \(D_i(t)\) are bounded, there is a finite constant, \(B\), such that

\[
\mathbb{E}\{ \sum_{i=0}^{M-1} \frac{A_i^2(t) + D_i^2(t)}{2} |Q(t)\} \leq B \tag{46}
\]

Thus, we get

\[
\Delta L_c(t) \leq B + \mathbb{E}\{ \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t)\} \tag{47}
\]

We further define decision function as

\[
F(t, S_j) \triangleq \mathbb{E}\{ \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t)\}, \tag{48}
\]

It is obvious that this expectation depends on the selected schedule in each time slot; therefore, the decision function, \(F(t, S_j)\), is denoted as a function of \(S_j\).

In order to prove that the system is strongly stable, according to \((39)\) we need to show

\[
\limsup_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \mathbb{E}\{Q_i(\tau)\} \leq \infty \tag{49}
\]

In the proceeding of the analysis, we show that a scheduling scheme which minimize \(F(t, S_j)\), results in a strongly stable system.

**Theorem 1:** Assuming the input rate is in the capacity region, with the NC scheduling scheme, \(S_j^*\), defined as

\[
S_j^* \triangleq \arg\min_{S_j} (F(t, S_j)) \tag{50}
\]

the queueing system is strongly stable.
Proof:

It is obvious that if \( A_i \leq D_i \) for sub-queue, \( q_i \), then that sub-queue is stable. For the stability for a system with \( M \) sub-queue it is necessary that all sub-queues be stable. In this case we define the difference, \( \delta \geq 0 \), such that for each sub-queue we have: \( A_i + \delta \leq D_i \), \( \forall i \). In order to proceed the stability proof, we need to define the following LP which is independent from the sub-queue lengths. This LP provides a scheduling scheme that keeps the system in the stability region while the difference between arrival rate and the departure rate is maximized.

\[
\begin{align*}
\text{max} \quad \delta \\
\text{s.t.} \\
E\{A_i\} + \delta &\leq E\{D_i\} \\
\forall i &= 0, 1, ..., M - 1 \\
\end{align*}
\]

For a three user scenario, using the Data-Flow model in Figure 15, the LP optimization problem in (51) becomes

\[
\begin{align*}
\text{max} \quad \delta \\
\text{s.t.} \\
c_0 : \lambda + \delta &\leq p_0(\epsilon_1\epsilon_2\gamma_3 + \epsilon_1\gamma_2\gamma_3 + \gamma_1\gamma_2\gamma_3 + \epsilon_2\gamma_1\gamma_3 + \\
&\quad \epsilon_2\epsilon_3\gamma_1 + \gamma_1\gamma_2\epsilon_3 + \epsilon_1\epsilon_3\gamma_2); \\
c_1 : p_0\epsilon_1\epsilon_2\gamma_3 + \delta &\leq p_2(\gamma_1\gamma_2 + \epsilon_1\gamma_2 + \gamma_1\epsilon_2); \\
c_2 : p_0\epsilon_2\epsilon_3\gamma_1 + \delta &\leq p_3(\epsilon_2\gamma_3 + \gamma_2\gamma_3 + \epsilon_3\gamma_2); \\
c_3 : p_0\epsilon_1\epsilon_3\gamma_2 + \delta &\leq p_4(\gamma_1\gamma_3 + \epsilon_1\epsilon_3 + \gamma_1\epsilon_3); \\
c_4 : p_2\epsilon_1\gamma_2 + p_0\epsilon_1\gamma_2\gamma_3 + p_4\epsilon_1\gamma_3 + \delta &\leq (p_1 + p_3)\gamma_1; \\
c_5 : p_2\gamma_1\epsilon_2 + p_0\epsilon_2\gamma_1\gamma_3 + p_3\epsilon_2\gamma_3 + \delta &\leq (p_1 + p_4)\gamma_2; \\
c_6 : p_3\epsilon_3\gamma_2 + p_0\epsilon_3\gamma_1\gamma_2 + p_4\epsilon_3\gamma_1 + \delta &\leq (p_1 + p_2)\gamma_3; \\
\sum_{i=0}^{4} p_j &= 1; \\
p_j &\geq 0 \ \forall j
\end{align*}
\]
where \( \{p_0, ..., p_4\} \) are the optimization variables representing optimal probabilities based on which a scheduling scheme is chosen; constraint \( c_i \) guarantees the stability of sub-queue \( i \).

Denote \( S^\dagger_j \) as the optimal scheduling solution to (51), we have

\[
\delta_{\text{max}} \leq \mathbb{E}\{D^\dagger_i\} - \mathbb{E}\{A^\dagger_i\}, \quad \forall i = 0, 2, ..., M - 1
\] (53)

Since \( S_j^* \) minimizes \( F(t, S_j^*) \), we have

\[
F(t, S_j^*) \leq F(t, S_j^\dagger). \quad \text{Therefore,}
\]

\[
\Delta L^*_c(t) \leq B + \mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A^*_i(t) - D^*_i(t)]|Q(t)\} \leq B + \mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A^\dagger_i(t) - D^\dagger_i(t)]|Q(t)\}
\] (54)

Because the scheduling scheme in (51) is independent of the queue lengths, we have

\[
\mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A^\dagger_i(t) - D^\dagger_i(t)]|Q(t)\} = -\delta_{\text{max}} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t)\}
\]

(55)

From (54) and (55), we have

\[
\Delta L^*_c(t) \leq B - \delta_{\text{max}} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t)\}
\] (56)

Taking expectation on both sides of (56) yields

\[
\mathbb{E}\{\Delta L^*_c(t)\} = \mathbb{E}\{\mathbb{E}\{L^*_c(t + 1)\} - \mathbb{E}\{L^*_c(t)\}\} \leq B - \delta_{\text{max}} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t)\}
\] (57)

Summing over \( t \in \{0, 1, ..., T - 1\} \), we have

\[
\mathbb{E}\{L^*_c(T)\} - \mathbb{E}\{L^*_c(0)\} \leq BT - \delta_{\text{max}} \sum_{t=0}^{T-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t)\}
\] (58)

Considering the fact that \( \mathbb{E}\{L^*_c(T)\} \geq 0 \), we have

\[
\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t)\} \leq \frac{B}{\delta_{\text{max}}} + \frac{\mathbb{E}\{L^*_c(0)\}}{T\delta_{\text{max}}}
\] (59)
where the negative term is eliminated from the right hand side of (59). Taking the lim sup of both sides of (59) gives
\[
\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t)\} \leq \frac{B}{\delta_{\max}} \tag{60}
\]
Eq. (60) shows that the system is strongly stable and the total average queue length is less than or equal to \(B/\delta_{\max}\). ■

C Joint Queue Size and Power Minimization

In the previous section, the objective was to find the scheduling scheme that keeps the queue stable, where power/energy consumption was not considered. As a result, the transmitter sends packet in every time slot even if some of the sub-queues are empty or the channel erasure probability is high. In these cases, it is better for the transmitter to stay idle for higher power/energy efficiency.

In this section, our objective is to jointly minimize the queue size and average power consumption. To do so, we assume any packet is transmitted with unit power and define \(P(t)\) as the power expenditure at time slot \(t\),
\[
P(t) = \begin{cases} 
1, & \text{if a packet is transmitted in timeslot } t, \\
0, & \text{otherwise.}
\end{cases}
\]

1 LPS Model

To facilitate power saving, a new null schedule \(S_5 = [0 \ 0 \ 0 \ 0 \ 0 \ 0]\) of probability \(p_5\) is added to Table 7. The average transmission power is \(\sum_{j=0}^{4} P_j = 1 - p_5\). Therefore, given the input rate \(\lambda\), the following LPS will find the optimum scheduling that minimizes
power consumption,

\[
\min \ P_{av} = \sum_{j=0}^{4} p_j \\
\text{s.t.} \\
c_0 : \lambda - p_0(\epsilon_1 \epsilon_2 \gamma_3 + \epsilon_1 \gamma_2 \gamma_3 + \gamma_1 \gamma_2 \gamma_3 + \epsilon_2 \epsilon_3 \gamma_1 + \gamma_1 \gamma_2 \epsilon_3 + \epsilon_1 \epsilon_3 \gamma_2) \leq 0; \\
c_1 : p_0 \epsilon_1 \epsilon_2 \gamma_3 - p_2(\gamma_1 \gamma_2 + \epsilon_1 \gamma_2 + \gamma_1 \epsilon_2) \leq 0; \\
c_2 : p_0 \epsilon_2 \epsilon_3 \gamma_1 - p_3(\epsilon_2 \gamma_3 + \gamma_2 \gamma_3 + \epsilon_3 \gamma_2) \leq 0; \\
c_3 : p_0 \epsilon_1 \epsilon_3 \gamma_2 - p_4(\gamma_1 \gamma_3 + \epsilon_1 \epsilon_3 + \gamma_1 \epsilon_3) \leq 0; \\
c_4 : p_2 \epsilon_1 \gamma_2 + p_0 \epsilon_1 \gamma_2 \gamma_3 + p_4 \epsilon_1 \gamma_3 - (p_1 + p_3) \gamma_1 \leq 0; \\
c_5 : p_2 \gamma_1 \epsilon_2 + p_0 \epsilon_2 \gamma_1 \gamma_3 + p_3 \epsilon_2 \gamma_3 - (p_1 + p_4) \gamma_2 \leq 0; \\
c_6 : p_3 \epsilon_3 \gamma_2 + p_0 \epsilon_3 \gamma_1 \gamma_2 + p_4 \epsilon_3 \gamma_1 - (p_1 + p_2) \gamma_3 \leq 0; \\
\sum_{j=0}^{5} p_j = 1; \\
p_j \geq 0 \ \forall j
\]

It is worth noting that, as long as the input rate is within the stability region, the LPS solution will meet the queue stability constraints.

2 LyS Model

When power consumption is considered, unlike previous section that only minimizes the conditional Lyapunov drift \(\Delta L_c(t)\), we minimize drift-plus-penalty \([32]\):

\[
\Delta L_c(t) + \alpha \mathbb{E}\{P(t)|Q(t)\}; \text{ where } \alpha \geq 0 \text{ is a parameter called importance weight that balances queue size minimization and power minimization.}
\]

We have already calculated a bound for \(\Delta L_c(t)\) in (47). Adding \(\alpha \mathbb{E}\{P(t)|Q(t)\}\) to
both sides of (47) yields a bound on the drift-plus-penalty, we have

\[ \Delta L_c(t) + \alpha \mathbb{E}\{P(t)|Q(t)\} \leq B + \alpha \mathbb{E}\{P(t)|Q(t)\} + \mathbb{E}\left\{ \sum_{i=0}^{M} Q_i(t) [A_i(t) - D_i(t)]|Q(t)\right\} \]

(62)

We define a new decision function as

\[ F_{P}(t, S_j) = \alpha \mathbb{E}\{P(t)|Q(t)\} + \sum_{i=0}^{M} Q_i(t) [A_i(t) - D_i(t)]|Q(t)\} \]

(63)

Further, assuming an input rate less than \( \lambda_{\text{max}} \), we prove that minimization of (63) makes a tradeoff between queue length and power expenditure while system stability is guaranteed.

**Theorem 2:** Suppose \( S_j^* \) is the scheduling scheme that minimizes \( F_{P}(t, S_j) \). For an input rate less than \( \lambda_{\text{max}} \), \( S_j^* \) makes a trade off between power and backlog with the weight factor of \( \alpha \) while the queueing system is strongly stable.

**Proof:**

In order to proceed the stability proof we define the following LP

\[
\begin{align*}
\min \quad & P_{av} = \sum_{j=0}^{4} p_j \\
\text{s.t.} \quad & \mathbb{E}\{A_i\} + \delta \leq \mathbb{E}\{D_i\} \\
& \forall i = 1, 2, ..., M \\
& \sum_{j=0}^{4} p_j = 1; \\
& p_j \geq 0 \forall j
\end{align*}
\]

(64)

where \( \delta \) is the distance between arrival rate and departure rate of each sub-queue; and according to (51) we know that the system is stable for \( 0 \leq \delta \leq \delta_{\text{max}} \).

It is obvious that the calculated \( P_{av} \) from (64) is a function of \( \delta \); henceforth, we demonstrate it as \( P_{av}(\delta) \) and we know that \( 0 \leq P_{av}(\delta) \leq 1 \). Furthermore, the solution of
this LP provides the optimum values for the arrival rates and departure rates of the sub-queues, namely $D^\dagger_i$ and $A^\dagger_i$.

Since $S^*_j$ minimizes $F_P(t, S_j)$ we have

$$F_P(t, S^*_j) \leq F_P(t, S^\dagger_j) \quad (65)$$

Plugging $S^*_j$ in (62) and considering (65) we have

$$\Delta L^*_c(t) + \alpha \mathbb{E}\{P^*(t)Q(t)\} \leq B + \alpha \mathbb{E}\{P^*(t)|Q(t)\} + \mathbb{E}\left\{\sum_{i=0}^{M} Q_i(t) (A^*_i(t) - D^*_i(t))|Q(t)\right\} \leq B +$$

$$\alpha \mathbb{E}\{P_{av}(\delta)|Q(t)\} + \mathbb{E}\left\{\sum_{i=0}^{M} Q_i(t) (A^*_i(t) - D^*_i(t))|Q(t)\right\} \quad (66)$$

Since $\mathbb{E}\{D^\dagger_i(t) - A^\dagger_i(t)\} > \delta$, and we know that $A^\dagger_i(t)$, $D^\dagger_i(t)$ and $P_{av}(\delta)$ are independent from sub-queue lengths, we have

$$\Delta L^*_c(t) + \alpha \mathbb{E}\{P^*(t)|Q(t)\} \leq B + \alpha P_{av}(\delta) - \delta \sum_{i=0}^{M} Q_i(t) \quad (67)$$

Summing over $t \in \{0, 1, \ldots, T - 1\}$ yields

$$\mathbb{E}\{L^*_c(T)\} - \mathbb{E}\{L^*_c(0)\} + \alpha \sum_{t=0}^{T-1} \mathbb{E}\{P^*(t)\} \leq BT + \alpha TP_{av}(\delta) - \delta \sum_{t=0}^{T-1} \sum_{i=0}^{M} \mathbb{E}\{Q_i(t)\} \quad (68)$$

Rearranging (68) and eliminating negative terms from the right hand side, we have

$$\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{P^*(t)\} \leq \frac{B}{\alpha} + P_{av}(\delta) + \frac{\mathbb{E}\{L^*_c(0)\}}{\alpha T} \quad (69)$$

$$\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=0}^{M} \mathbb{E}\{Q_i(t)\} \leq \frac{B}{\delta} + \frac{\alpha}{\delta} P_{av}(\delta) - \frac{\alpha}{\delta T} \sum_{t=0}^{T-1} \mathbb{E}\{P^*(t)\} + \frac{\mathbb{E}\{L^*_c(0)\}}{\delta T} \quad (70)$$

Taking lim from both sides yields

$$\overline{F} \triangleq \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\{P^*(t)\} \leq \frac{B}{\alpha} + P_{av}(\delta) \quad (71)$$
\[
\overline{Q} \triangleq \lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=0}^{M} \mathbb{E}\{Q_i(t)\} \leq \frac{B}{\delta} + \frac{\alpha}{\delta} P_{av}(\delta) - \frac{\alpha}{\delta} \overline{P} \tag{72}
\]

Eq. (71) and (72) are valid for all \( \delta \in [0, \delta_{max}] \). Therefore,

\[
\overline{P} \leq \frac{B}{\alpha} + P_{av}(0) \tag{73}
\]

where \( P_{av}(0) \) is equal to the \( P_{av} \) which is the solution of (61). Eq. (73) provides an upper bound for the average power consumption.

Plugging \( \delta_{max} \) into (72) we have

\[
\overline{Q} \leq \frac{B}{\delta_{max}} + \frac{\alpha}{\delta_{max}} P_{av}(\delta_{max}) - \frac{\alpha}{\delta_{max}} \overline{P} \tag{74}
\]

Eq. (74) shows that all sub-queues are strongly stable.

Using \( \alpha = 0 \) corresponds to minimizing the conditional Lyapunov drift alone and yields the same bound as in (60); while it does not provide any guarantees on the power minimization as the bound in (73) becomes infinity. On the other hand, we can use an arbitrary large \( \alpha \) to make \( B/\alpha \) arbitrarily small, so that (73) implies the average power is close to the optimum \( P_{av} \).

The LyS model for arbitrary number of users is summarized in Algorithm 4.

D Lyapunov Model for Time-Critical Data

So far, the main goal was queue size minimization or power minimization which leads to queue stability. Packet deadline was not considered in the scheduling schemes. Minimizing Lyapunov drift as it is done in the previous section may lead to existence of extremely aged packets in some sub-queues which are consequently dropped. Nevertheless, in order to decrease the number of dropped packets, we need to take into account the age of
Algorithm 4 (LyS Algorithm)

1:  while $Q_T$ is nonempty do
2:      $DV_j$ is calculated for $j = 0, ..., S_N - 1$
3:      $S_j$ with $\min\{DV_j\}$ is chosen
4:  A coded packet, $p$ is formed and transmitted according to $S_j$
5:  if $p$ is received by all receivers then
6:      The original packets leave the queuing system
7:  else if $p$ is not received by any receiver then
8:      The original packets stay put in the queuing system.
9:  else
10:     Based on receiver feedback, the associated index sets of the original packets are updated.
11:  end if
12:  if an updated index set becomes empty then
13:     the corresponding packet leaves the queue.
14:  end if
15: end while

The packets in each sub-queue, i.e. oldest packets (which are closer to their deadline) have higher priority for transmission. In this regard we define drift-plus-penalty as $\Delta L(t) + \beta a_o(t)$; where $\beta \geq 0$ is a parameter called importance weight that balances queue size minimization and age minimization and $a_o(t)$ is the age of the oldest packets in the involved sub-queues of the scheduling scheme in time slot $t$.

We have already calculated a bound for $\Delta L_c(t)$ in (47). Adding $\beta a_o(t)$ to both sides of (47) yields a bound on the drift-plus-penalty as

$$\Delta L_c(t) + \beta a_o(t) \leq B + \beta a_o(t) + \mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t)\}$$  \hspace{1cm} (75)

So the new decision function, $F'(t, S_j)$, is defined as

$$F'(t, S_j) = \beta a_o(t) + \mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t)\}$$  \hspace{1cm} (76)

which is a function of NC scheduling scheme $S_j$.

A scheduling scheme which minimize $F'(t, S_j)$, makes a tradeoff between queue
backlog and packet dropping. This optimal NC scheduling scheme, $S_j^{\text{opt}}$, is defined as

$$S_j^{\text{opt}} \triangleq \arg \min_{S_j} F'(t, S_j)$$  \hspace{1cm} (77)

In the simulation section we show that using this scheduling scheme the number of dropped packets is decreased.

E Complexity Analysis

From Theorem 1 and Theorem 2, we can see that the complexity of finding the optimal NCS scheme depends on the number of possible NCS schemes, which can be calculated using the mathematical concept called "Bell number" [25]. The $n^{\text{th}}$ Bell number calculates the number of ways a set with $n$ elements can be partitioned into disjoint and non-empty subsets and it can be computed as

$$B(n) = \sum_{k=0}^{n} S(n, k),$$  \hspace{1cm} (78)

where $S(n, k)$ is the Stirling numbers of the second kind[25]

$$S(n, k) = \frac{1}{k!} T(n, k)$$  \hspace{1cm} (79)

with

$$T(n, k) = k^n - C(k, 1)(k-1)^n + C(k, 2)(k-2)^n - \ldots + (-1)^{k-1} C(k, k-1)1^n$$  \hspace{1cm} (80)

where $C(i, j)$ is a single-line notation for combination.

For a multicast system with $N$ users, let $S_N$ be the number of NCS schemes. Apparently, $S_N = B(N)$. 
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TABLE 8

Number of scheduling schemes for different number of users

<table>
<thead>
<tr>
<th># of users</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td># of NCS</td>
<td>2</td>
<td>5</td>
<td>15</td>
<td>52</td>
<td>203</td>
<td>877</td>
</tr>
</tbody>
</table>

As an example, Table 8 shows the number of scheduling schemes for a system with different number of users.

In LPS, finding the optimal NCS scheme includes two steps:

The first step is to solve the linear programming problem. As mentioned earlier, the Simplex algorithm [30] is utilized in order to solve the LP. In practice, this algorithm is quite efficient and can be guaranteed to find the global optimum. However, the simplex algorithm has poor worst-case behavior. Klee and Minty [33] constructed a family of linear programming problems for which the simplex method takes a number of steps that have exponential complexity with respect to the number of variables. Complexity of the Simplex Algorithm is still an open problem. For most pivot rules (i.e., the rule to decide which variables enter and leave the basic solution), there exist counter examples of linear programs with exponential computation time. The question is whether a pivot rule exists that solves all linear programs in polynomial time. Although some LP problems are solved in polynomial time complexity [34, 35], the worst case complexity is considered to be exponential $O(2^n)$, where $n$ is the number of constrains.

The second step is selecting a NCS scheme based on the LP solution. According to [31], the complexity is $O(S_N)$. Therefore, the total complexity of LPS is $O(2^n)O(S_N)$.

In LyS, since there is no need to solve LP, the complexity is reduced significantly. In LyS, a decision variable is assigned to each NCS scheme so the number of decision
variables is $S_N$. In addition to the number of decision variables we need to consider the complexity of computing each decision variable. Referring to (48), for each decision function (or its counterpart, decision variable defined in the next section), the only computations are additions and multiplications. In the worst case scenario, the number of sub-queues involved in scheduling is equal to the number of users $N$. Be noted that for each involved sub-queue either its departure rate or its arrival rate is affected (i.e., $A_i(t) = 0$ or $D_i(t) = 0$), so in the worst case the total number of additions and multiplications in (48) are $N - 1$ and $N$ respectively. Therefore, we conclude that the complexity of computing the decision variables is $O(N)$, and the overall complexity of LyS becomes $O(N_s N)$, which is significantly less than that of LPS.

F Simulation Results

In this section, we use simulation to validate the performance of our LyS model and compare it with the LPS model. To this end, we consider a network shown in Figure 15. As mentioned earlier in this chapter, in LyS we need to define decision variables for every NCS scheme. According to Theorem 1, we minimize the following decision variables

$$DV_j = \sum_{i \in I} Q_i(t)(A_i(t) - D_i(t)) \text{ for } j = 0, \ldots, 4$$

(81)

where $I = \{\text{sub-queues involved in schedule } j\}$. For instance, the decision variable for $S_4$, $DV_4$ is calculated as follows. From Table 7, let’s take scheduling vector $S_4 = [0, 0, 0, 1, 0, 1, 0]$ as an example, where only $q_3$ and $q_5$ are involved in packet encoding. The packet arrival and departure rates for all involved sub-queues can be calculated as follows.
Figure 16: Reduced Data Flow model architecture in the case of $S_4$ being selected.

- **Release of a packet from $q_3$:** The departure rate of $q_3$ is: $D_3 = \gamma_1 \gamma_3 + \epsilon_1 \gamma_3 + \epsilon_3 \gamma_1$. According to Figure 15, packets leaving $q_3$ may enter either $q_4$ or $q_6$. Since the arrival rate of these two sub-queues are affected in this case, we have to include these recipient sub-queues in the decision variable. The arrival rates to $q_4$ and $q_6$ are $A_4 = \epsilon_1 \gamma_3$ and $A_6 = \epsilon_3 \gamma_1$ respectively. No other sub-queues are affected by release of a packet from $q_3$.

- **Release of a packet from $q_5$:** The departure rate of $q_5$ is $D_5 = \gamma_2$. The departed packet either is received by the desired users or remains in $q_5$; thus there is no chance that it affects the arrival rate of other sub-queues.

According to (81) and the aforementioned description, $DV_4$ can be written as

$$DV_4 = -Q_3[\gamma_1 \gamma_3 + \epsilon_1 \gamma_3 + \epsilon_3 \gamma_1] + Q_4[\epsilon_1 \gamma_3] + Q_6[\epsilon_3 \gamma_1] - Q_5 \gamma_2.$$  

(82)

Since in $S_4$, only $s_{43}$ and $s_{45}$ are 1, Figure 15 can be simplified as Figure 16.
The DV for other scheduling schemes can be calculated the same way except that the affected sub-queues are different.

In every time slot, the NCS scheme with the minimum decision variable is selected.

When power minimization is also considered, (81) becomes

\[ DV_j = \sum_{i \in I} Q_i(t)(A_i(t) - D_i(t)) + \alpha \quad \text{for} \quad j = 0, ..., 4 \]  

\[ DV_5 = 0 \]  

(83)

By increasing the power weight \( \alpha \), \( S_5 \) is more likely to be selected so that the transmitter becomes idle.

Figure 17: Maximum input rate comparison with 3 receivers.
For the case of three receivers, Figure 17 illustrates the maximum input rate $\lambda_{max}$ versus channel erasure probability $\epsilon$ for different scheduling methods under queue stability constraint. As it is expected, $\lambda_{max}$ decreases with $\epsilon$ for all NCS schemes. As expected, with significantly reduced complexity, LyS simulation matches LPS simulation and analysis perfectly. More importantly, the rate of optimal LPS and LyS outperform that of traditional ARQ with a big margin.

Another advantage of LyS over LPS is the smaller queueing backlog. Figure 18 shows the queue length behavior over time for both LPS and LyS, where the input rate is 70% with channel erasure probability $\mathbb{E}\{\epsilon_i\} = 20\%$ for $i = 1, 2, 3$. While the queueing system is stable under both solutions, the average queue length for LPS and LyS are 44.8 and 3.9 respectively. Furthermore, Table 9 shows the average backlog of each sub-queue when $\epsilon_1 = 0.1$ and $\epsilon_2 = \epsilon_3 = 0.2$. As expected, the backlog of a sub-queue is higher if its index set consists of a receiver with high channel erasure probability. In summary, we can conclude that LyS significantly reduces the backlogs compared to LPS.
To explain why LyS is superior to LPS in terms of queueing backlog, we shall recall that LPS scheduling randomly chooses a NC scheme based on the optimal probabilities. In that case, it is possible to select a NCS scheme in which all the involved sub-queues are empty so that nothing is sent out in that particular time slot. On the other hand, LyS considers sub-queue length in selecting the optimal NCS scheme and the transmitter will not be idle unless $Q_T = 0$. To see that, Figure 19 further illustrates the average number of transmitted packet per time slot as a function of the input rate for both LyS and LPS, where we assume the same 20% channel erasure probability for all receivers.

**TABLE 9**

Average backlog in each sub-queue

<table>
<thead>
<tr>
<th></th>
<th>$Q_0$</th>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>$Q_3$</th>
<th>$Q_4$</th>
<th>$Q_5$</th>
<th>$Q_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LPS</strong></td>
<td>164.2</td>
<td>106.2</td>
<td>68.1</td>
<td>30.1</td>
<td>0.53</td>
<td>150.4</td>
<td>143.3</td>
</tr>
<tr>
<td><strong>LyS</strong></td>
<td>58.5</td>
<td>31</td>
<td>56.7</td>
<td>23.3</td>
<td>0.24</td>
<td>32.5</td>
<td>25</td>
</tr>
</tbody>
</table>

Figure 19: Coded packet per time slot in LPS and LyS.
Henceforth, all results are averaged over $10^6$ time slots. We can see that, in Figure 19 as $\lambda$ increases, the transmitter becomes more likely to have some packet to transmit. We also observe that LyS performs better because it does not waste any time slot. Finally, when the input rate reaches the maximum $\lambda_{max} = 0.8$, the two curves intersect at 1, indicating the transmitter always has some packet to transmit.

Figure 20 and 21 show the average transmission power versus the input rate for LPS and LyS respectively. For the LPS shown in Figure 20, the average transmission power increases linearly with input rate. Moreover, more power is needed to keep the system stable when the multicast channels have higher channel erasure probability. For the LyS shown in Figure 21, the channel erasure probability is fixed as $\epsilon = 0.2$. We can see that the average transmission power decreases with $\alpha$ when power minimization becomes more important.

![Figure 20: Average power versus input rate in LPS.](image-url)
Figure 21: Average power versus input rate in LyS.

Figure 22 and 23 illustrate the queueing size versus the system input rate. We can clearly see that, in Figure 22, the queue size in LPS grows exponentially with the input rate.

Figure 22: $Q_T$ versus input rate in LPS.
Figure 23: $Q_T$ length versus input rate in LyS.

It is worth noting that, despite the queue size, the queuing system remains stable as long as $\lambda$ is within the capacity region. On the other hand, in Figure 23, the queue size of LyS grows with the input rate at much slower paces. Clearly, there is a tradeoff between power consumption and queue size. When $\alpha$ increases, there is more demand on power minimization, which leads to an increased queue size.

Finally, Figure 24 and 25 show the queue length and transmission power as functions of the power weight $\alpha$. We can see that the queue length increases linearly with $\alpha$. Interestingly, the average transmission power converges to a floor value when $\alpha$ is large enough. Since the queue length increases linearly with $\alpha$, there is an optimal $\alpha$ in practical applications to minimize the power consumption.
In this chapter by applying Lyapunov optimization model we develop the optimal scheduling scheme such that for a given input rate interior to the capacity region, this
scheduling always keeps the system stable. This method has better performance over linear programming based scheduling in terms of complexity and queue length. Furthermore, using drift-plus-penalty we minimize the average power consumption and introduce a tradeoff between power and queue size minimization. Moreover, using the same method we introduce a tradeoff between queue length and dropped packets minimization to develop a scheduling scheme for time-critical data.
CHAPTER V

RELAY ASSISTED NETWORK CODED (RANC) WIRELESS MULTICAST NETWORKS

This chapter considers the problem of maximizing the input rate in a relay assisted network coding (RANC) wireless multicast network with packet erasure channels. Specifically, a new queuing model consisting of several sub-queues at both the transmitter and the relay is introduced, where each packet in a sub-queue is associated with an index set indicating its intended users. Our objective is to maximize the input rate under the queue stability constraints. First, we formulate it as a linear programming problem to achieve the maximum stable throughput. Then we apply Lyapunov optimization model and derive the optimal network coding based packet scheduling scheme. Finally, the simulation results corroborate our method.

A Introduction

In wireless multicast the message is required to be reliably transmitted to all the receivers. However, the multicast packets are not always successfully received because of interference, path loss, and fading, which can be modeled as packet erasure channels at upper layers. In that case, the receiver with the weakest link becomes the bottleneck of the multicast transmission. By considering the ARQ technique as an example, we can note
that if a packet is not received successfully, it will be retransmitted. Using this technique in multicast, retransmission will be repeated until all destinations receive the packet correctly. Obviously, this may cause considerable delay, especially with a large number of destinations. In contrast to unicast communication, in multicast networks, only some destinations can benefit from one retransmission if only a few destinations lose a common packet. In this case, multicast retransmission efficiency is not high. To deal with this issue, in the previous chapters we develop a multicast protocol based on network coding. Since different lost packets at different destinations can be combined together in one packet, more destinations can benefit from the combined packet. As a result, transmission efficiency is expected to be improved. In this chapter, relaying is exploited to further improve throughput.

The advantages of network coding (NC) are obvious for multi-source and/or multi-destination relay assisted networks [36–42]. Network Coded Cooperation (NCC) jointly aims to extend the benefits of NC techniques to wireless networks also to exploit the spatial diversity provided by the wireless channels through cooperative communication (CC) approaches.

In [43], Fan et al. propose an NCC transmission protocol for a single source, a single relay and two destination nodes, specifically considering multicast services over wireless channels. This transmission protocol is compared with direct multicast and relay assisted multicast transmission protocols. The NC gain is also defined and quantified. The authors also provide a transmission delay analysis by taking multiple access delays into account and clarifying the trade-off among throughput, queue length and delay to solidify the practical applicability of the NCC system. However, it is assumed that retransmissions occur after
a certain number of transmissions; for instance, \( N \). In other words, the protocol works per \( N \) packets as a circulation. We show that due to this and some other assumptions, our proposed relay assisted network coding (RANC) algorithm has a better performance in terms of throughput.

A scheduling scheme of a relay assisted broadcast based on dynamic programming is proposed in [44]. However, the authors assume that the BS has only one file of \( N \) packets and there are new arriving files. Along a different line, [45] proposed a new queuing model to maximize the input rate with two multicast receivers. Additionally, stability properties were also evaluated in [19] for broadcast/multicast erasure channels with NC. In [19], the authors proposed a suboptimal virtual queue structure and provide detailed analysis for the case of two receivers. However, there is no closed form analysis for stability conditions and the proposed queueing model is quite complicated when the number of receivers is greater than two. In [20] the authors analyzed the performance of a simple broadcast channel in terms of stable throughput region; however, the analysis is limited to the case of two users. In [27] the authors utilized the virtual queue concept and an upper bound for the maximum input rate of a stable system is introduced.

In chapter II, we developed a wireless multicast virtual queue model for the special case of two receivers [45], where the transmitter had one sub-queue for each receiver. Along the same line, an upper bound for the maximum input rate was derived for a three user stable multicast [27], where there was only one sub-queue to store those transmitted packets that were successfully received by at least one but not all receivers. Furthermore, in chapter III, we used linear programming to obtain the optimal network coding scheduling policy under queueing stability constraints [31]. However, all these prior
works are not scalable with the number of users due to their prohibitive computational complexity. Meanwhile, these works only focus on the rate stability of the queueing system without considering the queuing backlog. In chapter IV, we applied Lyapunov Optimization Model which considered both backlog and queue stability in achieving the optimal network coding scheduling scheme. So far, all of our previous works focused on single hop scenarios. In this chapter, we will mainly concentrate on a relay aided networks and design a practical cooperation multicast protocol based on network coding. We introduce a multi-hop Data-Flow model in which transition between sub-queues are denoted by a probability. Next, we propose scheduling methods for choosing appropriate network coding scheme to combine packets. Finally we formulate the problem into a linear programming (LP) problem by solving which we gain the maximum input rate while the transmitter sub-queues are guaranteed to be stable. Then applying Lyapunov optimization method to a relay aided scenario we achieve a scheduling scheme that not only guarantees queueing stability but also provide a shorter queue backlog compared to the LP approach. Comparing with other existing works, our main contribution is that RANC provides the optimal stable input rate. Under the queue stability constraint, the input rate equals the services rate, which is also the network throughput. Therefore, the maximum stable input rate provides the maximum achievable network throughput when bounded queuing system is considered.

B System Model

Consider a two hop wireless multicast network as shown in Figure 26. The system consists of 4 nodes with one transmitter, one relay and two receivers. Although for
simplicity a 2 user scenario is provided, the system model can be easily extended to the multiple receiver case.

Figure 26: Cooperative multicast network (2 users).

In practice, the source may usually select a relay which is located among the source and destinations, where the relay to destination channels have relatively higher channel gains than the corresponding transmitter to destination channels. The transmitter and the relay are assumed to have reliable control channel. Since relay is only used to assist the transmitter, the relay is not required to receive the entire packets. We assume packets are transmitted from the source according to a stationary process with arrival rate $\lambda$. The multiuser channels have independent fading with erasure probabilities $\epsilon_i$ ($i = 1, 2, ..., N$), where $N$ is the number of users. In other words, each packet is received successfully by receiver $i$ with probability $\gamma_i = 1 - \epsilon_i$ ($i = 1, 2, ..., N$). It is obvious that the channels between the relay and the receivers have less erasure probabilities denoted as $\epsilon_{ri}$ ($i = 1, 2, ..., N$). The channel erasure probability in respect to the bit error rate, $P_{bi}$, can be derived from

$$\epsilon_i = 1 - (1 - P_{bi})^K \quad (84)$$

where $K$ is the number of bits per packet. On the other hand for $M-QAM$ modulation we
have

\[ P_{bi} = Q(\sqrt{\gamma_i}) \]  \hspace{1cm} (85)

where \( \gamma_i \) is the signal to noise ratio of the signal received by \( R_i \) from the transmitter. The signal to noise ratio from the relay, \( \gamma_{ri} \), can obtained from

\[ \gamma_{ri} = (d_i/d_{ri})^2 \gamma_i \]  \hspace{1cm} (86)

where \( d_i \) and \( d_{ri} \) are the distance between the transmitter and receiver \( i \) and the distance between the relay and receiver \( i \) respectively.

In order to relate the erasure probabilities of the channels at the transmitter with the ones at the relay, using (84), (85) and (86) we can calculate the erasure probabilities for the channels between the relay and the receivers, \( \epsilon_{ri} \), as

\[ \epsilon_{ri} = 1 - \left( 1 - Q\left( \frac{d_i}{d_{ri}}(Q^{-1}1 - \sqrt{1 - \epsilon_i}) \right) \right)^K \]  \hspace{1cm} (87)

Throughout this chapter, it is desired that each packet be received successfully by each intended receiver either from the transmitter or the relay.

We assume that (1) the erasure probabilities are fixed during the operation which corresponds to static channels (extremely slow fading channels) or stationary fast fading channels; (2) each packet transmission takes one time slot; (3) after every packet transmission, each receiver sends an immediate acknowledgement to both the transmitter and the relay if it successfully received the multicast packet.

A queue is considered stable if the arrival rate is less than the service rate. For queue stability analysis, we consider stationary operation when the queue distribution reaches a steady state.
In this chapter, we propose a transmitter queuing structure described as follows. There are two levels of queue; the first level consists of the sub-queues located at the transmitter and the second level contains the sub-queues at the relay. The newly arrived packets are first stored in the main queue at the transmitter, denoted as sub-queue \( q_0 \). After a packet is transmitted from \( q_0 \), there are four possibilities: (1) the packet stays in \( q_0 \) if it is received by neither of the users or the relay; (2) the packet leaves the queuing system if it is received by all users or by the relay; (3) the packet enters into one of the other sub-queues of the transmitter if it is received by at least one but not all users and not the relay; (4) the packet enters into one of the sub-queues of the relay if it is received by the relay and at least one but not all users. Note that each transmitter level sub-queue, \( q_i \) (\( i = 0, 1, 2, \ldots M \)) and each relay level sub-queue, \( q_{ri} \) (\( i = 0, 1, 2, \ldots M \)) is associated with a unique index set, \( I_i \) or \( I_{ri} \), consisting of indices of those intended users who have not received the packet(s) in that particular sub-queue. The number of sub-queues (index sets) is \( 2^N - 1 \) at both transmitter and the relay so that \( M = 2^N - 2 \). Since every packet in any sub-queue occupies memory, the total queue length is \( |q_T| = \Sigma_{i=0}^{M} |q_i| \) at the transmitter and \( |q_{rT}| = \Sigma_{i=0}^{M} |q_{ri}| \) at the relay.

The objective is to find an optimal packet scheduling scheme that maximizes the input rate \( \lambda \), subject to the queuing stability constraint (i.e. the input rate of each sub-queue is less than its service rate). To do so, in each time slot, the transmitter employs network coding to combine packets from a group of selected sub-queues either at the transmitter level or at the relay level and multicasts the network coded packet to all users. In particular, the selected sub-queues must meet the following two conditions: (1) their index sets are mutually exclusive (i.e. no intersection between any two index sets) to ensure the received packet is instantly decodable at all intended users; (2) the union of these index sets is a full
user set so that every network coded packet provides innovative information to all users.

![Diagram of the Data-Flow model (2 users)](image)

**Figure 27:** Architecture of the Data-Flow model (2 users).

In traditional multicast or single-hop scenario the relay will never join in the transmission process. In particular, one packet transmission is completed if a packet delivered by the source is correctly received by all users. ARQ technique utilized this method of transmission.

In relay assisted multicast similar to the traditional multicast a feedback is transmitted by a destination indicating the status of the previously sent packet. In this method, however, the relay plays the role of the source immediately after it receives the packet correctly. For instance, consider a time slot where the relay receives the packet correctly but not all users do. Then, in the following transmission slots, the relay instead of the source will retransmit this packet to the users until this packet is successfully received by all intended users. Consider another case where in one transmission slot, all users receive the packet correctly but the relay fails to do so. In this case, the source will
send a new packet in the next slot whereas the relay will not take any action. In other words, if the average source to destination channels are sufficiently good, the relay does nothing as the users themselves can receive the message successfully and need not to get help from the relay.

In the Data-Flow multicast scheme [17], there are some cases where a packet transmitted in one slot is only received by one destination. To further improve spectral efficiency, lost packets are not immediately forwarded after feedback. Instead, retransmission is done according to a scheduling algorithm to further exploit the network coding gain.

For packet retransmission, the source and the relay should maintain a list of lost packets and their corresponding intended destinations via feedback from the destinations. Feedback from the relay is also required by the source. In our algorithm, network coding and relay forwarding are both utilized to improve throughput. Actually, lost packets from different destinations can be combined by using XOR operations to form a new packet for retransmission. In this way, the number of packets for retransmission is reduced. Each destination can recover their lost packets from the combined packet, since another packet included in the combined packet is already known to the destination.

C RANC Scheduling Scheme

For simplicity, in this section we focus on a two user scenario which has six sub-queues; three of which are the transmitter level sub-queues and the rest are the sub-queues at the relay. We consider a centralized controller at the transmitter which controls the scheduling by sending commands to the relay. Here, the transmitter has a total of four
network coding (packet combining) scheduling schemes. as shown in Table 10. In each time slot, the transmitter will select one of the four schemes with a certain probability. For instance, with probability \( p_1 \), the transmitter uses network coding scheme 1 \((S_1)\) to combine packets from \( q_1 \) and \( q_2 \). On the other hand, if for example \( S_3 \) is chosen, the transmitter sends command to the relay to combine packets from \( q_{r1} \) and \( q_{r2} \).

RANC scheduling scheme is divided into three phases as follows:

**Phase 1:** Packets first enter \( q_0 \) at the transmitter with rate \( \lambda \) while all sub-queues at the transmitter and the relay are empty. Then the transmitter multicast an uncoded packet from \( q_0 \).

**Phase 2:** According to the feedback from the receivers the packet either 1) leaves the queueing system; 2) stays in \( q_0 \) or 3) enters a sub-queue. For detailed description of this phase let’s consider an example:

Assume the feedback vector after a multicast is \( F = [1, 0, 1] \) where the elements in \( F \) represents the feedbacks from receiver 1, receiver 2 and the relay respectively and 1 indicates that the corresponding destination successfully received the packet. In this example the packets leaves the transmitter queue since it is received by the relay and it enters \( q_{r2} \) meaning it is still needed by receiver 2.

**Phase 3:** The transmitter runs the scheduling scheme algorithm according which a scheduling scheme is chosen for the next time slot. Based on the chosen scheduling scheme a coded or uncoded packet is multicasted from the transmitter or the relay.
### TABLE 10

Network coding schemes for 2 receiver scenario

<table>
<thead>
<tr>
<th>Sub-queue</th>
<th>$q_0$</th>
<th>$q_1$</th>
<th>$q_2$</th>
<th>$q_{r0}$</th>
<th>$q_{r1}$</th>
<th>$q_{r2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index Set</td>
<td>{1, 2, R}</td>
<td>{1, R}</td>
<td>{2, R}</td>
<td>{1, 2}</td>
<td>{1}</td>
<td>{2}</td>
</tr>
<tr>
<td>$p_0$</td>
<td>$S_0$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_1$</td>
<td>$S_1$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p_2$</td>
<td>$S_2$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$p_3$</td>
<td>$S_3$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 27 shows the Data-Flow model for the two user case, where packets first enter $q_0$ with rate $\lambda$ and eventually are received by all users and leave the queuing system.

According to the Data-Flow model of Figure 27 and keeping in mind the stability condition for each sub-queue, the optimization problem can be cast into the following linear programming problem

\[
\begin{align*}
\max & \quad \lambda \\
\text{s.t.} & \quad c_0 : \lambda - p_0(1 - \epsilon_1\epsilon_2\epsilon_3) \leq 0; \\
& \quad c_1 : p_0\epsilon_1\gamma_2\epsilon_3 - p_1\gamma_1 \leq 0; \\
& \quad c_2 : p_0\gamma_1\epsilon_2\epsilon_3 - p_1\gamma_2 \leq 0; \\
& \quad c_{r0} : p_0\epsilon_1\epsilon_2\gamma_3 - p_2(1 - \epsilon_{r1}\epsilon_{r2}) \leq 0; \\
& \quad c_{r1} : p_0\epsilon_1\gamma_2\gamma_3 + p_2\epsilon_{r1}\gamma_{r2} - p_3\gamma_{r1} \leq 0; \\
& \quad c_{r2} : p_0\gamma_1\epsilon_2\gamma_3 + p_2\gamma_{r1}\epsilon_{r2} - p_3\gamma_{r2} \leq 0; \\
& \quad \sum_{i=0}^{3} p_i = 1; \\
& \quad p_i \geq 0 \ \forall i
\end{align*}
\]

where \(\{p_0, p_1, p_2, p_3\}\) are the optimization variables representing an optimal probability mass function (PMF), and each constraint guarantees the stability of each
Algorithm 5 (Data-Flow Algorithm)

1: Do Simplex Method to solve LP and find $p_i$s.
2: while $q_T$ is nonempty do
3:   Choose $S_i$ based on $p_i$
4:   for $j \in \{ j | x_{ij} = 1 \}$ do
5:       The head-of-line packet, $p_j^h$ is transmitted from $q_j$.
6:       $I_j^h$ is updated according to feedback.
7:       if $I_j^h$ is $\emptyset$ then
8:           $p_j^h$ leaves the queuing system
9:       else if $p_j^h$ is not received by any receiver then
10:          $p_j^h$ stays in $q_j$.
11:       else
12:          $p_j^h$ enters a new sub-queue according to its updated $I_j^h$
13:       end if
14:   end for
15: end while

sub-queue. In every time slot, according to this optimal PMF, the transmitter randomly chooses a NC scheme from the sample space $\{ S_0, S_1, S_2, S_3 \}$.

The Data-Flow model for arbitrary number of users is summarized in Algorithm 5.

1 Lyapunov Optimization Model

In order to avoid solving the LP problem at the beginning of each time slot specially in the dynamic fading conditions, Lyapunov optimization model is used to achieve the optimum scheduling scheme in every time slot. For any input rate in the capacity region, we aim to obtain a scheduling scheme that not only guarantees queueing stability but also minimize the sub-queue lengths. This approach is done in [46] for a single hop scenario which is called Lyapunov based Scheduling (LyS). Moreover, LyS has a significantly lower computational complexity compared to LPS [46].

The Lyapunov function [32] for a queueing system with $M$ sub-queues at the
transmitter level and another $M$ sub-queues at the relay level is defined as

$$L(t) = \frac{1}{2} \sum_{i=0}^{M-1} Q_i^2(t) + Q_{ri}^2(t)$$  \hspace{1cm} (89)$$

where $Q_i(t)$ and $Q_{ri}(t)$ are sub-queue lengths at the transmitter level and the relay level respectively.

Accordingly, Lyapunov Drift is defined in (90) as the change in Lyapunov function from one time slot to the next,

$$\Delta L(t) = L(t+1) - L(t) = \frac{1}{2} \sum_{i=0}^{M-1} [Q_i^2(t+1) - Q_i^2(t)] + [Q_{ri}^2(t+1) - Q_{ri}^2(t)]$$  \hspace{1cm} (90)$$

Also, the queueing dynamic can be written as

$$Q_i(t+1) = \max[Q_i(t) - D_i(t), 0] + A_i(t) + \max[Q_{ri}(t) - D_{ri}(t), 0] + A_{ri}(t) \quad \forall i = 0, 1, ..., M - 1$$  \hspace{1cm} (91)$$

where $A_i$, $D_i$, $A_{ri}$ and $D_{ri}$ are respectively the total arrival rate and departure rate for each sub-queue at transmitter level and relay level.

Plugging (91) into (90), we have

$$\Delta L(t) \leq \sum_{i=0}^{M-1} \frac{A_i^2(t) + D_i^2(t)}{2} + \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)] + \sum_{i=0}^{M-1} \frac{A_{ri}^2(t) + D_{ri}^2(t)}{2} + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}(t) - D_{ri}(t)]$$  \hspace{1cm} (92)$$

Then, we define conditional Lyapunov drift as

$$\Delta L_c(t) = \mathbb{E}\{(L(t+1) - L(t))|Q(t)\}$$  \hspace{1cm} (93)$$

where the expectation depends on the randomness of the channel. Similarly, using (91) we
have

\[ \Delta L_c(t) \leq \mathbb{E}\{ \sum_{i=0}^{M-1} A^2_i(t) + D^2_i(t) |Q(t) + \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t) \}
\]

\[ \sum_{i=0}^{M-1} A^2_{ri}(t) + D^2_{ri}(t) |Q(t) + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}(t) - D_{ri}(t)]|Q(t) \} \] (94)

Since \( A_i(t), D_i(t), A_{ri}(t) \) and \( D_{ri}(t) \) are bounded, there is a finite constant, \( B \), such that

\[ \mathbb{E}\{ \sum_{i=0}^{M-1} A^2_i(t) + D^2_i(t) |Q(t) + \sum_{i=0}^{M-1} A^2_{ri}(t) + D^2_{ri}(t) |Q(t) \} \leq B \] (95)

Thus, we get

\[ \Delta L_c(t) \leq B + \mathbb{E}\{ \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t) + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}(t) - D_{ri}(t)]|Q(t) \} \]

(96)

We further define decision function as

\[ F(t, S_j) \triangleq \mathbb{E}\{ \sum_{i=0}^{M-1} Q_i(t)[A_i(t) - D_i(t)]|Q(t) + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}(t) - D_{ri}(t)]|Q(t) \} \] (97)

It is obvious that this expectation depends on the selected schedule in each time slot; therefore, the decision function, \( F(t, S_j) \), is denoted as a function of \( S_j \).

In order to prove that the system is strongly stable, according to [32] we need to show

\[ \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=0}^{t-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(\tau)\} \leq \infty \] (98)

In the proceeding of the analysis, we show that a scheduling scheme which minimize \( F(t, S_j) \), results in a strongly stable system.

**Theorem 3:** Assuming the input rate is in the capacity region, with the NC scheduling scheme, \( S^*_j \), defined as
\[ S_j^* \triangleq \arg\min_{S_j} (F(t, S_j)) \] (99)

the queueing system is strongly stable.

**Proof:**

It is obvious that if \( A_x \leq D_x \) for sub-queue, \( q_x \), then that sub-queue is stable. For the stability for a system with \( M \) sub-queue it is necessary that all sub-queues be stable. In this case we define the difference, \( \delta \geq 0 \), such that for each sub-queue we have: \( A_x + \delta \leq D_x, \forall x \). In order to proceed the stability proof, we need to define the following LP which is independent from the sub-queue lengths. This LP provides a scheduling scheme that keeps the system in the stability region while the difference between arrival rate and the departure rate is maximized.

\[
\begin{align*}
\max & \quad \delta \\
\text{s.t.} & \quad \mathbb{E}\{A_x\} + \delta \leq \mathbb{E}\{D_x\} \\
& \quad \forall x
\end{align*}
\] (100)

For a two user scenario, using the Data-Flow model in Figure 27, the LP optimization problem in (100) becomes

\[
\begin{align*}
\max & \quad \delta \\
\text{s.t.} & \quad c_0 : \lambda + \delta \leq p_0(1 - \epsilon_1 \epsilon_2 \epsilon_3) \leq 0; \\
& \quad c_1 : p_0 \epsilon_1 \gamma_1 \epsilon_3 + \delta \leq p_1 \gamma_1; \\
& \quad c_2 : p_0 \gamma_1 \epsilon_2 \epsilon_3 + \delta \leq p_1 \gamma_2; \\
& \quad c_{r0} : p_0 \epsilon_1 \gamma_2 \gamma_3 + \delta \leq p_2(1 - \epsilon_r \epsilon_r); \\
& \quad c_{r1} : p_0 \epsilon_1 \gamma_2 \gamma_3 + p_2 \epsilon_r \gamma_r + \delta \leq p_3 \gamma_r; \\
& \quad c_{r2} : p_0 \gamma_1 \epsilon_2 \gamma_3 + p_2 \gamma_r \epsilon_r + \delta \leq p_3 \gamma_r; \\
& \quad \sum_{i=0}^{3} p_i = 1; \\
& \quad p_i \geq 0 \ \forall i
\end{align*}
\] (101)
Denote $S^*_j$ as the optimal scheduling solution to (100), we have

$$\delta_{\text{max}} \leq \mathbb{E}\{D_x^1\} - \mathbb{E}\{A_{i_j}^1\}, \quad \forall x \quad (102)$$

Since $S^*_j$ minimizes $F(t, S^*_j)$, we have $F(t, S^*_j) \leq F(t, S^j)$. Therefore,

$$\Delta L_c^*(t) \leq B + \mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A_i^*(t) - D_i^*(t)]Q(t) + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}^*(t) - D_{ri}^*(t)]Q(t)\} \leq$$

$$B + \mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A_i^*(t) - D_i^*(t)]|Q(t) + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}^*(t) - D_{ri}^*(t)]|Q(t)\} \quad (103)$$

Because the scheduling scheme in (51) is independent of the queue lengths, we have

$$\mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A_i^1(t) - D_i^*(t)]|Q(t) + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}^1(t) - D_{ri}^*(t)]|Q(t)\} =$$

$$\mathbb{E}\{\sum_{i=0}^{M-1} Q_i(t)[A_i^1(t) - D_i^1(t)] + \sum_{i=0}^{M-1} Q_{ri}(t)[A_{ri}^1(t) - D_{ri}^1(t)]\} \leq -\delta_{\text{max}} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t) + Q_{ri}(t)\} \quad (104)$$

From (103) and (104), we have

$$\Delta L_c^*(t) \leq B - \delta_{\text{max}} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t) + Q_{ri}(t)\} \quad (105)$$

Taking expectation on both sides of (105) yields

$$\mathbb{E}\{\Delta L_c^*(t)\} = \mathbb{E}\{\Delta L_c^*(t + 1)\} - \mathbb{E}\{L_c^*(t)\} \leq B - \delta_{\text{max}} \sum_{i=1}^{M-1} \mathbb{E}\{Q_i(t)\} \quad (106)$$

Summing over $t \in \{0, 1, ..., T - 1\}$, we have

$$\mathbb{E}\{L_c^*(T)\} - \mathbb{E}\{L_c^*(0)\} \leq BT - \delta_{\text{max}} \sum_{t=0}^{T-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t) + Q_{ri}(t)\} \quad (107)$$

Considering the fact that $\mathbb{E}\{L_c^*(T)\} \geq 0$, we have

$$\frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t) + Q_{ri}(t)\} \leq \frac{B}{\delta_{\text{max}}} + \frac{\mathbb{E}\{L_c(0)\}}{T\delta_{\text{max}}} \quad (108)$$
where the negative term is eliminated from the right hand side of (108). Taking the lim sup of both sides of (108) gives

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \sum_{i=0}^{M-1} \mathbb{E}\{Q_i(t) + Q_{ri}(t)\} \leq \frac{B}{\delta_{\text{max}}}$$

(109)

Eq. (109) shows that the system is strongly stable and the total average queue length is less than or equal to $B/\delta_{\text{max}}$. ■

D Simulation Results

In this section, we did simulation in MATLAB to validate the performance of the RANC model. The erasure probabilities are assumed to be 20% for the transmitter to receiver links and 10% for the transmitter to the relay and the relay to the receivers links. For the case of two receivers, Figure 28 illustrates the throughput versus transmitter-receiver channel erasure probability, $\epsilon$ for different scheduling methods under queue stability constraint. Apparently, throughput decreases with $\epsilon$ for all NCS schemes. As expected, with significantly reduced complexity, LyS simulation matches LPS simulation and analysis perfectly. We simulate both single hop network without a relay and also a double-hop relay aided network. As it is illustrated, the double-hop scenario or RANC model has a higher throughput compared to the single hop model. Furthermore both models outperform [43] in terms of throughput mainly because of the following reasons:
Figure 28: Throughput versus transmitter-receiver channel erasure probability.

1. In [43] retransmission occurs after a certain number of transmission. However in RANC the retransmission and hence the network coding gain can be achieved right after there are packets in the subqueues either at the transmitter or at the relay.

2. If a packet is lost at multiple destinations, in [43] that packet must be the only packet in the next combined packet, while in RANC such packets can be combined with other packets only if their index sets are disjoint.

3. In [43] in each retransmission phase, a coded packet is retransmitted until it is received successfully by all intended receivers; while in RANC after each retransmission according to the feedback the index set of the coded packet is updated and more coding options become available for the packet.

Remark 1: In RANC the throughput is equal to the maximum stable throughput resulted from (88) which is always less than 1. However, the input rate in [43] is assumed
to be 1 since the transmitter multicasts the first block of packets and after making sure they are all received successfully it goes to the next block and hence stability is not an issue in [43].

In this chapter we proposed a new queueing model for relay aided wireless multicast network and developed a network coding based packet scheduling algorithm. Both analytical and simulations results show the effectiveness of our proposed solution.
CHAPTER VI

SIMPLIFIED OPTIMAL SCHEDULING (SOS) FOR NETWORK CODED WIRELESS MULTICAST

A Simplified Optimal Scheduling (SOS) scheme for network coded wireless multicast is studied in this chapter. Specifically, a complexity reduction method is proposed to make the existing algorithms more practical. Our objective is to remove redundancy while maintaining the maximum throughput. We formulate it as a Mixed Integer Non Linear Programming (MINLP) problem and propose a network coding based packet scheduling scheme that finds the optimal solution. Finally, the simulation results corroborate our method.

A Introduction

In chapter III, linear programming with queueing stability constraints is used to obtain the optimal network coding scheduling policy. However, this solution is not scalable for a large number of users due to the prohibitive computational complexity. The complexity of this solution has two components: The complexity of Simplex method which is used to solve the linear programming and the complexity of network coding. Chapter IV, solved the first complexity component by selecting the scheduling schemes based on Lyapunov Optimization Model. However, there is no solution for the second
complexity component which is still grows exponentially with the number of receivers.

In this chapter, we reduce the complexity of the network coding by proposing a simplified but still optimal scheduling scheme. Specifically, we drive a Mixed Integer Non-Linear Programming (MINLP) problem. The solution of this MINLP significantly reduces the number of scheduling schemes and yet maintains the maximum throughput.

B System Model

Consider a single-hop wireless multicast network where the transmitter multicasts data packets to $N$ receivers over erasure channels. We assume packets are transmitted from the transmitter according to a stationary process with arrival rate $\lambda$. The multiuser channels have independent fading with erasure probabilities $\epsilon_i$ ($i = 1, 2, ..., N$). In other words, each packet is received successfully by receiver $i$ with probability $\gamma_i = 1 - \epsilon_i$ ($i = 1, 2, ..., N$). We assume that each packet transmission takes one time slot and after every packet transmission, each receiver feeds back a one-bit ack/nack to the transmitter indicating whether the previously sent packet has been successfully received. A queue is considered stable if the arrival rate is less than the service rate. In this chapter, we utilize the queuing structure described in [31] where the newly arrived packets are first stored at the main queue, denoted as sub-queue $q_0$. After a packet is transmitted from $q_0$, according to the feedback, there are three possibilities: (1) the packet stays in $q_0$ if it is not received by any receiver; (2) the packet leaves the queuing system if it is received by all users; (3) the packet enters into one of the other sub-queues if it is received by at least one but not all users. Note that each sub-queue $q_i$ ($i = 0, 1, 2, ..., M$) is associated with a unique index set, $I_i$, consisting of indices of those intended users who have not received the packet(s)
in $Q_i$ [31]. Apparently, the number of sub-queues (unique index sets) is $2^N - 1$ so that $M = 2^N - 2$.

The objective is to find an optimal packet scheduling scheme that maximizes the input rate $\lambda$, subject to the queuing stability constraint. To do so, in each time slot, the transmitter employs network coding to combine packets from a group of selected sub-queues and multicasts the network coded packet to all users. In particular, the selected sub-queues must meet the following two conditions: (1) their index sets are mutually exclusive (i.e. no intersection between any two index sets) to ensure the received packet is instantly decodable at all intended users; (2) the union of these index sets is a full user set so that every network coded packet provides innovative information to all users.

The queue structure for the case of 4 users is provided in Table 11 with 15 scheduling schemes. Each scheme defines which sub-queues are involved in the coded packet. For example, $S_0$ means to transmit the head-of-line packet from $q_0$; $S_1$ means to combines the head-of-line packets from $q_1$ and $q_{14}$ for transmission.

Accordingly, Figure 29 illustrates the queueing structure for a system with 4 users, where packets enter $q_0$ by rate $\lambda$ and eventually are received by all users and leave the queueing system. This results can be easily extended to an arbitrary number of users.

Using the data flow model in Figure 29, the optimization problem can be cast into a linear programming problem where the objective is the maximum input rate and the constraints are the stability condition for each sub-queue.
TABLE 11

Network coding scheduling policies for a system with 4 users.

<table>
<thead>
<tr>
<th>Sub-queue</th>
<th>( q_0 )</th>
<th>( q_1 )</th>
<th>( q_2 )</th>
<th>( q_3 )</th>
<th>( q_4 )</th>
<th>( q_5 )</th>
<th>( q_6 )</th>
<th>( q_7 )</th>
<th>( q_8 )</th>
<th>( q_9 )</th>
<th>( q_{10} )</th>
<th>( q_{11} )</th>
<th>( q_{12} )</th>
<th>( q_{13} )</th>
<th>( q_{14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index Set</td>
<td>{1,2,3,4}</td>
<td>{1,2}</td>
<td>{1,2,4}</td>
<td>{2,3}</td>
<td>{1,4}</td>
<td>{2,4}</td>
<td>{3,4}</td>
<td>{1}</td>
<td>{2}</td>
<td>{3}</td>
<td>{4}</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S_0 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_1 )</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>( S_2 )</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( S_3 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_4 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_5 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_6 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_7 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_8 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( S_9 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_{10} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( S_{11} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( S_{12} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( S_{13} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>( S_{14} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

where \( A_i \) and \( D_i \) are the arrival rate and departure rate of each sub-queue and \( p_j \)s are the optimization variables representing an optimal probability mass function (PMF).

In every time slot, according to this optimal PMF, the transmitter randomly chooses a scheduling scheme from sample space \( \{S_j | \forall j\} \).
\[
\begin{align*}
\max \ & \lambda \\
\text{s.t.} \ & \quad A_i \leq D_i, \ \forall i \\
& \quad \sum_j p_j = 1 \\
& \quad p_j \geq 0, \ \forall j
\end{align*}
\] (110)

To illustrate how the stability condition for each sub-queue is derived, consider the stability condition of \( q_1 \) as

\[
p_0 \epsilon_1 \epsilon_2 \epsilon_3 \gamma_4 \leq p_1 (1 - \epsilon_1 \epsilon_2 \epsilon_3)
\] (111)

where the right hand side is the arrival rate of \( q_1 \) from \( q_0 \) and the left hand side is the probability that a packet leaves \( q_1 \); that said departure rate of \( q_1 \). Accordingly, the stability condition for each sub-queue can be derived.

Figure 29: Architecture of the Data-Flow model with 4 receivers.
C Simplified Optimal Scheduling (SOS)

The Data-Flow algorithm can be extended to an arbitrary number of users, where the key is to find out all possible scheduling schemes that satisfy the two conditions of the previous section. Specifically, the number of scheduling schemes is equal to the mathematical concept called "Bell number" [25], which calculates the number of ways a set with \( n \) elements can be partitioned into disjoint, non-empty subsets. The \( n^{th} \) Bell number is given as:

\[
B(n) = \sum_{k=0}^{n} S(n, k)
\]  

(112)

where \( S(n, k) \) is the Stirling numbers of the second kind[25]:

\[
S(n, k) = \frac{1}{k!} T(n, k)
\]  

(113)

with \( T(n, k) = k^n - C(k, 1)(k-1)^n + C(k, 2)(k-2)^n - \ldots + (-1)^{(k-1)}C(k, k-1)1^n \), where \( C(i, j) \) is a single-line notation for combination.

The downside of the optimum solution is its computational complexity. The complexity of the optimum algorithm has two components which are explained in the following subsections.

1 The complexity of Simplex

At the beginning of each time slot, we need to apply the Simplex method to solve the LP of (1). It should be noted that the worst case complexity of Simplex is exponential. The good news is that in the case of static channels (extremely slow fading channels) or stationary fast fading channels where the erasure probabilities are fixed during the operation, equation (1) is solved only once for all time slots so that this complexity is negligible when it is averaged over the total number of time slots. However, this approach
is not suitable for dynamic fading channels, where the packet error rates vary from time 
slot to time slot so that (1) must be solved at the beginning of every time slot, which is 
computationally prohibitive. In chapter IV we reduced this complexity by applying 
Lyapunov Optimization Model where the optimum scheduling scheme is found according 
to the predefined decision variables rather than using the simplex method to solve the LP.

2 The complexity of network coding (NC)

Another component of the complexity is the number of scheduling schemes. In the 
optimum algorithm, there are $B(N)$ scheduling schemes. As it is mentioned before, the 
number of scheduling schemes grows exponentially with $N$. in order to reduce complexity, 
a new optimization problem called Simplified Optimum Scheduling (SOS) is defined. In 
SOS, for each scheme a binary variable, $b_i$, is introduced which makes the problem a Mixed 
Integer Non Linear Problem (MINLP) as below.

$$\max \lambda$$

$$s.t.$$ 

$$A_i \leq D_i, \ \forall i$$

$$\sum_i b_j p_j = 1, \ \forall j$$

$$\sum_i b_j = K, \ \forall j$$

$$b_j \geq p_j, \ \forall j$$

$$p_j \geq 0, \ \forall j$$

(114)

If the summation of $b_i$, $K$, equals $B(N)$, the MINLP becomes the original LP.

In order to reduce complexity we start by removing some of the scheduling schemes by 
selecting $K < B(N)$. For instance, if $K = B(N) - 1$, the solution of MINLP finds the 
best scheduling scheme that its removal has the least effect on our objective, here the input
rate. By further reducing $K$, the solution provides us with the next schemes with least effect on the objective. To determine how far we can get in removing the scheduling schemes, let’s define the Class of Scheduling.

**Definition.** Class of Scheduling is a way of combining sub-queues with different index set sizes.

For instance, consider a 4 user case. The number of possible classes of scheduling schemes is equal to the partition of 4, $P(4) = 5$.

\[
\begin{align*}
\text{Class}1 & : 4 \\
\text{Class}2 & : 3 + 1 \\
\text{Class}3 & : 2 + 2 \\
\text{Class}4 & : 2 + 1 + 1 \\
\text{Class}5 & : 1 + 1 + 1 + 1
\end{align*}
\]

As it can be seen for $N = 4$ we have 5 classes. For example $\text{Class}2$ means we can combine a sub-queue with index set size 3 with one with index set size 1 which can be done in $C(4, 3) = 4$ ways. It is worth mentioning that the total number of scheduling schemes is equal to the summation of ways that sub-queues can be combined in each class which is equal to Bell Number, $B(N)$.

Solving the MINLP for $N = 4$, we conclude that $\text{Class}4$ of the scheduling schemes can be removed and surprisingly the objective remains optimum. This fact implies that the optimum solution has some hidden redundancies. Hence the number of classes of scheduling schemes in the Reduced algorithm becomes 4 instead of 5 for a 4 user case. This reduction in the number of classes is more obvious where we have a large number of users. In the next section we run the simulation for up to 12 users.

However, as it was mentioned before, this is not the actual total number of
scheduling schemes. This total number, \( N_T \) is equal to \( B(N) \) in the original algorithm and is calculated from the following equation in the SOS algorithm.

\[
N_T = \sum_{all \ classes} \frac{N!}{(L_1^{k_1} L_2^{k_2} L_3^{k_3} \ldots)(k_1! k_2! k_3! \ldots)}
\]  

(116)

where \( L_i \) is the size of index set of the sub-queues and \( k_i \) is the number sub-queues with the same index set size involved in the coded packet. For reference the classes of scheduling schemes for a general \( N \) user case for the SOS algorithm are illustrated below.

\begin{align*}
Class 1: & \quad N \\
Class 2: & \quad N - 1 + \ldots \\
Class 3: & \quad N - 2 + \ldots \\
Class \ldots: & \quad \ldots \\
Class N - 1: & \quad 2 + 1 + \ldots \\
Class N: & \quad 1 + \ldots + 1
\end{align*}

(117)

Table 12 shows the availability of the scheduling schemes in the SOS algorithm with 4 users. As it can be seen \( S_8 \) through \( S_{13} \) are redundant and are removed in SOS algorithm since they are the scheduling schemes in \( Class 4 \). As a result in the SOS algorithm we have 9 scheduling schemes instead of 15 of the original algorithm.

**TABLE 12**

<table>
<thead>
<tr>
<th>Scheduling Scheme</th>
<th>( S_0 )</th>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( S_3 )</th>
<th>( S_4 )</th>
<th>( S_5 )</th>
<th>( S_6 )</th>
<th>( S_7 )</th>
<th>( S_8 )</th>
<th>( S_9 )</th>
<th>( S_{10} )</th>
<th>( S_{11} )</th>
<th>( S_{12} )</th>
<th>( S_{13} )</th>
<th>( S_{14} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability in SOS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>
D Analytical Results

In this section, we illustrate the performance of SOS algorithm using the analytical results of the previous section. The number of classes for the original algorithm can be derived from the mathematical method called "Partitions of Integers" which grows exponentially with the number of users.

**Definition.** If a finite sequence \((a_1, a_2, ..., a_k)\) of positive integers satisfies \(a_1 \geq a_2 \geq ... \geq a_k\) and \(a_1 + a_2 + ... + a_k = n\), then we call that sequence a partition of the integer \(n\) or simply \(p(n)\) [25].

On the other hand, as it is explained in the previous section, the number of classes in the SOS algorithm is equal to the number of users, \(N\). Figure 30 illustrates the number of classes for the Original and SOS algorithms versus number of users, \(N\). As it can be seen in Figure 30, the number of classes becomes linear in the SOS algorithm.

As it was mentioned earlier the total number of scheduling schemes for the original algorithm is calculated based on Bell Numbers while this value is calculated from (116) for the SOS algorithm.

Figure 31 compares the total number of scheduling schemes in the Original and the SOS algorithms. Although according to (116), \(T_N\) is still exponential, as it can be inferred from Figure 31, the growth speed of the SOS algorithm is much less compared to the Original one.
In this chapter we developed a simplified scheduling scheme for a wireless multicast network and proposed SOS algorithm. Analytical results show the throughput is still maximum and simulations results illustrate that the complexity is reduced.
CHAPTER VII

CONCLUSION AND FUTURE WORK

In this dissertation, the problem of scheduling in wireless multicast networks is analyzed while queue stability and optimal throughput is considered. First, new queueing models and scheduling methods for multicasting packets using Network Coding is presented. Particularly, we analyze the performance of the proposed Virtual Queue Based Network Coding (VQBNC) system in terms of queue stability. Our results for the two user case show that queue stability is improved while allowing higher packet input rates. For delay sensitive applications when reliable multicast is impossible, we propose VQ-Drop method where each channel has a dropping rate proportional to its channel loss.

Next, for multi user case we propose another queueing and scheduling model for sending packets in a multicast system. In this method we introduce one virtual queue (VQ) such that whenever there exist certain number of packets, the transmitter simply combines the best packets and multicasts the coded packet to all receivers. The results show that with the proposed queueing model which is called Virtual Queue based Multicast Network Coding and Scheduling scheme (VQ-MNCS), the stability equation is satisfied with higher input rate. Next, our simulation results confirms our analytical analysis for both two user and multi user cases. It should be noted that with the large number of receivers, it becomes less probable that a packet be received by all the receivers except one; specially in presence
of high packet loss. However, in this case we still have improvement in the stability in low packet loss condition.

Further, we propose a totally different queueing model (Data-Flow) where each packet in a sub-queue is associated with an index set indicating its intended users. We formulate the problem of maximizing the input rate under the queue stability constraints as a linear programming problem and propose a network coding based packet scheduling scheme that finds the optimal solution. Both analytical and simulations results show the effectiveness of this proposed solution.

Next, by applying Lyapunov optimization to the Data-Flow queueing model we figure out the same optimal scheduling scheme such that for a given input rate interior to the capacity region, this scheduling always keeps the system stable. This method has better performance over linear programming based scheduling in terms of complexity and queue length. Furthermore, using drift-plus-penalty we minimize the average power consumption and introduce a tradeoff between power and queue size minimization. Also, using drift-plus-penalty a tradeoff between queue length and dropped packets minimization is derived to develop a scheduling scheme for time-critical data.

Moreover, the problem of maximizing the input rate in a relay assisted network coding (RANC) wireless multicast with packet erasure channels is considered. Specifically, a new queuing model consisting of several sub-queues at both the transmitter and the relay is introduced, where each packet in a sub-queue is associated with an index set indicating its intended users. First, we formulate the problem as a linear programming problem to achieve the maximum stable throughput and then by applying Lyapunov optimization method a network coding based packet scheduling scheme is obtained.
Finally, we reduce the complexity of the network coding by proposing a simplified but still optimal scheduling scheme. Specifically, we drive a Mixed Integer Non-Linear Programming (MINLP) problem. The solution of the MINLP achieves the maximum throughput while the number of scheduling schemes is reduced significantly. We refer to this algorithm as Simplified Optimal Scheduling scheme or SOS algorithm.

In our study we have focused on the usefulness of network coding and its throughput benefits when multicasting erasure channels. Since then, we have realized that we can get benefits not only in terms of throughput, but also in terms of security. These benefits are possible not only in the case of multicasting, but also for other network traffic configurations such as multiple unicast sessions. Moreover, the benefit of network coding is not limited to single hop communications and we can also get better gain in the case of multi-hop communications. Some ideas for future work are mentioned below:

- **Prioritized Data:** Nowadays, the quality of experience of the different receivers depends on their display size, processing power, network bandwidth, etc. In order to accommodate for such a diversity, the data is encoded in several quality layers. This permits to offer a basic quality to receivers with limited capabilities, while other devices can have higher quality of experience. For future work we can apply such layered or prioritized data and analyze the system performance.

- **Cooperative Networks:** Essential to future network operation is user cooperation, where multiple nodes share resources to collaboratively accomplish a communication or computation task. User cooperation is particularly important to the wireless scenario; while a single wireless channel may be useless due to fading or shadowing, combined together a set of channels may become useful again.
Because of the dynamic and unreliable nature of the wireless network, an algorithm must be de-centralized and self-adaptive to be practical and robust.

- **Less Complexity:** Lyapunov Optimization model reduces the computational complexity of finding the optimum scheduling compared to linear programming approach. However, some heuristic algorithms may further reduce the complexity.

- **Imperfect/Partial User Feedback:** In wireless applications there will be some cases that one/some of the transmitters has a noisy feedback link and/or the other transmitter has no feedback at all [47]. In future, we will extend this study to the case with imperfect/partial user feedback.

- **Experimental Results:** To validate the performance of the proposed scheduling algorithms, for each developed scheme, the analytical study proved queueing stability. Simulation results further validated the proposed approaches. In order to experimentally verify the performance of the proposed schemes a test rig is under development. We select STM32 chip from the STMicroelectronics [48] to play the role of the transmitter and be responsible for applying network coding. The block diagram of the experimental set up for verifying the performance of the proposed systems is shown in Fig. 32. First, data is generated by the personal computer using MATLAB software. Data is exchanged between MATLAB/Simulink and STM32 via UART. Queueing and Network Coding is done in the STM32 evaluation board and then a coded packet is created and sent to the personal computer where wireless channels are simulated. Depending on the channel erasure probabilities feedbacks are sent to the STM32. After, based on the feedbacks the packets either leave the
queue or change their sub-queues and then a new coded packet is generated according to the selected scheduling scheme. This coded packet again sent to the personal computer to go through the wireless channels. This procedure continues until data is generated in the personal computer.

Figure 32: The block diagram of the experimental set up.
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