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ABSTRACT 

NONLINEAR CONTROL AND OBSERVATION OF FULL-VARIABLE SPEED 

WIND TURBINE SYSTEMS 

Nicholas Hawkins 

June 16, 2020 

With increasing concern for the environmental effects of power generation from 

fossil fuels, wind energy is a competitive source for electrical power with higher efficiency 

than other clean sources. However, the nature of this power source makes controlling wind 

turbines difficult. The variability of wind as a source either requires highly accurate 

measurement equipment or sophisticated mathematical alternatives. In addition to the 

unknown quantities of the weather itself, the efficiency of power capture at the turbine 

blades is highly nonlinear in nature and difficult to ascertain. The ability of either determine 

these troublesome quantities, or control the system despite ignorance of them, greatly 

increases the overall efficiency of power capture. To this end, a series of nonlinear 

controllers and observers have been developed for wind turbine systems.  
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1 INTRODUCTION 

The use of wind energy for electricity production has been increasing rapidly over the 

last few decades. Worldwide, installed wind energy conversion systems (WECS) have been 

responsible for 282.6 GW of power in 2012, compared to 74,223 MW in 2006 or 6,100 

MW in 1996 [1] [2]. This growth within the last decade has continued at an increasing rate, 

as seen in Figure 1 [3].  

 

Figure 1. Installed Wind Turbine Capacity Worldwide (from IRENA) 

 

In the United States alone, wind energy is increasingly consumed compared to solar and 

geothermal sources, and is nearly as widely used as hydroelectric, as seen in Figure 2 [4]. 

Wind turbines are also economically attractive, potentially creating over 600,000 jobs and 

saving the US utility consumer $280 billion by 2050 [5].  
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Figure 2. US Renewable Energy Consumption by Source (from Table 10.1 of EIA) 

 

1.1 WIND TURBINE CONFIGURATION TYPES 

There are a variety of WECS topologies that have been employed since large-scale use 

of wind turbines began, which have now been designated by “types” [2]. The Type 1 

turbine (see Figure 3) utilizes a squirrel-cage induction generator (SCIG) that is connected 

to the grid via a step-up transformer. Due to the direct electrical connection to the grid (i.e. 

lack of power converter stage), this is classified as a fixed-speed WECS, and typically 

require a gearbox to manage the conversion of turbine and generator speeds in addition to 

a soft starter between the SCIG and the grid. Also, capacitor banks are required to manage 

the power factor at the grid side. Operating at a fixed speed comes with several drawbacks. 

The inability to search for optimal speeds leads to lower efficiency [6], and changes in 

wind speed are reflected in the grid and stress physical components [7].  
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Figure 3. Type 1 WECS with SCIG 

 

This led to the evolution of Type 2 configurations (see Figure 4), which utilize wound-

rotor induction generators (WRIG) with a variable rotor resistance. This variable resistance 

allows this configuration to change generator speeds up to ± 10% of its rated speed, hence 

the designation of this type as semi-variable speed. This reduces the mechanical stress due 

to changes in wind speed and allows for small speed-based control of the generator [2]. 

However, as the speed variation is not very large, a soft starter is still required for this 

configuration. Since there is still no power converter stage in this type, the capacitor banks 

needed for Type 1 converters are still needed here as well.   

 

Figure 4. Type 2 WECS with WRIG 
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Further development of semi-variable WECS is found through Type 3 configurations 

(see Figure 5), which forgo a WRIG for a doubly fed induction generator (DFIG). In this 

topology, power is fed to the grid through the rotor and stator separately [8], where the 

stator is connected similarly to a Type 1 converter, and the rotor is sent through an active 

rectifier and inverter (AC-AC converter) before connecting to the grid. While still only 

semi-variable, the use of a power converter allows for greater speed variations, up to 

± 30% of its rated speed. This allows for the use of maximum power point tracking 

(MPPT) methods, which increase the overall system efficiency beyond that of Type 1 or 2 

configurations [2].  

 

Figure 5. Type 3 WECS with DFIG 

 

In the efforts of attaining a full-variable speed WECS, the Type 4 configuration (see 

Figure 6) was developed. This topology typically utilizes either a permanent magnet 

synchronous generator (PMSG) or a squirrel cage induction generator (SCIG) followed by 

a series of power converters – a rectifier followed by an inverter – that connects to the grid. 

This means that unlike a Type 3 WECS, 100% of the power generated in this system is run 
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through the power converters. Type 4 systems have only recently gained popularity due to 

increased switching component performance.  

 

Figure 6. Type 4 WECS with PMSG or SCIG 

 

This full decoupling from the grid includes several advantages. It allows for full speed 

variation without a gearbox, reducing faults [9], and grid-smoothing controls [2], as well 

as higher fidelity control of both active and reactive power generation [1]. It has also been 

determined that Type 4 configurations have been increasing in market share recently due 

to the need for larger capacity systems [10]. A series of studies have developed 

comparisons between the different generator types used for Type 4 configurations [2] [10] 

[11], which has been summarized in Table 1.  

Among these reasons, the primary motivation for utilizing Type 4 topologies in this 

work is the ability to fully control the movement of power in the system. As the purpose 

of this work is to improve the performance of WECS technology through intelligent control 

systems, this system configuration allows for controls to have the highest potential impact. 
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Table 1 

Summary of Type 4 Machine Qualities 

Metric PMSG SCIG 

Literature Published Numerous Little 

Cost to Manufacture High Low 

Gearbox Requirement No Usually 

Power Range Fair Good 

Installation Amount Many Few 

 

 

1.2 PMSG CONTROL BACKGROUND 

The control of PMSG has been studied widely for WECS applications, though the 

roots of these control schemes take place before Type 4 configurations. Traditionally, 

PMSG have been controlled using a linear control method called vector control. Early 

iterations of this scheme put all of the burden of control on the grid-connected inverter [12] 

as opposed to utilizing an active rectifier to connect the PMSG to a DC bus. This particular 

system also generates reference values using a look-up table, which requires trusting the 

configuration to behave with identical repeatability. 

Today, this scheme utilizes a cascaded architecture of proportional-integrator (PI) 

controllers to manage the speed of the machine (see Figure 7). Typically, this is done 

through the dq reference frame, and the speed control is the outer control loop that provides 

a reference for the inner q-axis current control loop [13] [14] [15] [16]. In these schemes, 

the d-axis current is controlled separately. 
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Figure 7. Typical Cascaded PI Controller for PMSG WECS 

 

While vector control is well known and widely used, it is not the most efficient way 

to control PMSG systems. Due to the use of PI controllers, vector control is particularly 

weak to system nonlinearities and rapidly changing dynamics, such as large wind gusts, 

which require much faster response from controllers.  

Attempts have been made to improve the performance of vector controllers with 

augmented linear schemes. Among these are controllers utilizing feedforward techniques 

to reduce the computational load on the integrators of the PI controllers [17]. Other linear 

controllers attempt to simplify the control architecture through elimination of the outer 

speed loop [18]. In this scheme, the q-axis current reference is directly calculated, which 

attempts to reduce response time.  

Additionally, there are controllers that employ the use of proportional-resonant (PR) 

controllers, which behave similarly to PI controllers. The primary advantage to using a PR 

controller is that they more easily obtain zero steady-state error for tracking sinusoidal-like 
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trajectories [19]. As wind speeds often oscillate when turbulent, the conjecture that a speed 

trajectory for a PMSG WECS is logical.  

Another method used to augment vector control strategies is the utilization of fuzzy 

logic alongside the PI controllers. The purpose of the fuzzy logic controllers is to provide 

more effective reference values to the front-end of the PI controllers, which improves 

response time by easing the work being performed by the integrators [20] [21]. 

The primary shortcoming of these controllers is the inability to manage system 

nonlinearities and structural uncertainties. Permanent magnet generators are inherently 

highly nonlinear in nature and attempting to linearize them about certain operating points 

often yields poor results when the system operation shifts even slightly [22].  

One approach being used to minimize the negative effects of system uncertainties is 

the use of optimal singular adaptive observers to determine unknown system parameters 

[23]. This observer is used to feed state information to a vector controller. Additionally, 

this approach is able to observe the initial state vector of the system should measurements 

be withheld.  

Some efforts have been made to control these systems with nonlinear methods, most 

commonly using sliding-mode control [24] [25], which attempts to manage parameter 

uncertainties. Sliding mode controllers manage uncertainties through variable structure 

control and use a model-based approach to improve dynamic response times. Comparison 

to vector control shows that sliding mode controllers reduce overshoot and response time 

when there is a shift in operation point [26] [27]. 

Another method of nonlinear control seeks to use linearization techniques alongside 

robust control methods to minimize the issues caused by system nonlinearities [28] [29] 
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[30]. These controllers utilize a known equilibrium point to significantly reduce the 

complexity of model equations, assuming the system always operates near that known 

point. This method then creates a transfer function from the reduced nonlinear model. 

The problem with these systems is the need for accurate understanding of the 

mechanical subsystem. These model-based approaches attempt to estimate the mechanical 

efficiency of the WECS but doing so is very specific to individual turbines and would take 

large amounts of mechanical testing to find. In addition, it is difficult to ascertain the 

accuracy of these mathematical representations, which is evident from the many variations 

of the equation [31]. 

Model predictive control is a method that has come about more recently to mitigate 

the issues with typical nonlinear controllers. Model predictive control shifts the unknown 

model until the controller functions as intended [32] [33]. This means that as a system point 

of operation shifts (in this context, due to changing wind speeds), this control scheme 

changes its reference model to account for such changes. 

 

1.3 SCIG CONTROL BACKGROUND 

While Type 4 configurations utilizing SCIG are relatively new, the control of 

induction machines (IM) for motoring applications has been widely studied. Particularly, 

it is well known that two dynamics must be managed while controlling the speed of these 

machines: current and flux.  

Early methods of speed management in IM, called scalar or volts-hertz control, involve 

providing three-phase voltages of a certain magnitude and frequency to the IM. The IM 
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then rotates near the frequency of the voltages, and the magnitude manages the rotor flux 

[34] [35]. 

As with most uncontrolled systems, open-loop scalar control suffers from large 

inaccuracies. From this, linear methods have been used to manage the synchronous speed 

provided to IM. Typically called slip control, these methods provide increased accuracy 

using proportional-integral (PI) control schemes [36]. In IM applications, the slip refers to 

the difference between the rotor and synchronous speeds, and by managing the slip, the 

synchronous speed is managed. These types of controllers can also be referred to as direct 

torque control (DTC), as controlling the slip ultimately serves to manage the 

electromagnetic torque of the IM. 

However, even these slip control methods struggle due to their reliance on a single 

integrator to manage the speed. Hence, the electrical dynamics of IM influences a form of 

control known as vector control, in which a pair of cascaded PI controllers are used to 

manage the speed and flux separately. Vector control is performed in the rotating (dq) 

reference frame, so that the flux objective is met through the d-axis current and voltage and 

the speed objective is met through the q-axis current and voltage [37], as seen in Figure 8. 

Notably, the ability to manage the flux in vector control is not trivial, as it is 

impractical to measure rotor flux in an IM in real time. Therefore, vector control heavily 

relies on the need for an accurate flux observer to maintain performance. Typically, these 

observers also provide a synchronous speed observation, which is needed to transform the 

dq voltages to the standard three-phase frame.  
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Figure 8. Architecture for induction machine vector control. 

 

While vector control is popular even today, there are still issues with the linear control 

scheme it employs. While the cascading nature of vector control spreads the mathematical 

load across multiple controllers, PI-based control typically suffers from slow response 

times and difficulty with managing system nonlinearities.  

To improve upon the aforementioned difficulties with both scalar and vector control, 

various improvements have been developed. A common improvement employs the use of 

fuzzy logic to better handle nonlinearities during operation. Fuzzy logic treats analog 

signals as continuously digital in nature, and categorically determines control inputs based 

on these “fuzzified” measurements. This strategy has been employed as a front-end scheme 

that determines the objectives for either scalar [38] [39] or vector [40] [41] PI controllers.  

Another method used to improve vector control employs feedback linearization 

techniques. These schemes look to linearize nonlinear systems about a known operating 
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point and control within that space [42]. While this greatly simplifies the mathematical 

model for control, it also makes the control less effective in any other operating point. 

Another strategy for improving upon linear methods is the use of neural network 

control. This form of control attempts to estimate nonlinear functions that are unknown 

through repetitive learning algorithms [43].  

Additionally, model-based methods have become more commonly used to manage 

parameter uncertainties and system nonlinearities. One nonlinear method that has been 

used is adaptive controls, which use model dynamics and measurable system states to 

estimate parameter uncertainties. Adaptive methods have been utilized for the purposes of 

both speed control [44] [45] [46] and flux observation [47] [48].  

Another nonlinear method that has been utilized for IM applications is sliding mode 

control (SMC). In SMC, the system is forced to slide along a cross-section of the system’s 

normal behavior using a model-based approach. These control schemes have been used 

similarly to both slip [49] and vector [50] [51] objectives. While these controllers are 

typically good at managing parameter uncertainty, they also suffer from high computation 

time to function.  

Yet another method for managing IM systems is model predictive control, in which 

parts of the mathematical model utilized or SMC or adaptive schemes is treated as 

unknown. These schemes predict changes in systems states based on measurable changes, 

which can compensate for system uncertainties [52] [53].  

As aforementioned, Type 4 SCIG wind turbines have been studied little in comparison 

to other wind turbine systems. Some studies employ scalar control [54] or open-loop 

performance validation [55] [56]. These studies ignored the control aspects of the system 
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and instead focused on hardware validation. While these systems are not necessarily 

efficient, they successfully prove that SCIG are valid options for WECS. 

A more recent application of SCIG as a wind turbine employs DTC and is validated 

using hardware in loop (HIL), which can accurately simulate real-time machinery [57]. 

This method tests the control scheme for various types of wind inputs, such as wind steps 

and turbulent wind profiles.  

Most WECS systems thus far have employed some form of vector control to manage 

the rotational speed, as is typical in motoring applications. Due to the nature of wind speeds 

creating varying load torques, the selection of desired speeds and fluxes can be critical to 

operation. For this reason, some of these experiments utilize strategies that determine 

optimal desired flux values to minimize motor losses [58] [59]. However, other 

experiments have shown that operation is possible without such an addition [60] [61]. 

To improve upon the performance of traditional vector controllers, recent studies have 

used fuzzy logic to determine more optimal speed and flux trajectories [62] [63] [64]. These 

control schemes tend to focus on maximizing electrical power output rather than internal 

motor efficiency, which can potentially account for model or parameter inaccuracies.  

Some more recent designs have used SMC to further improve the fidelity of the system 

control [65] [66]. Wind turbines in particular present difficulty in ascertaining mechanical 

parameters, such as inertia and friction, due to the size and complexity of the mechanical 

subsystem. SMC is well-known for its ability to manage parameter uncertainty to improve 

performance.  
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1.4 MOTIVATION FOR WIND TURBINE CONTROLS 

Various reports from the US Department of Energy (DoE) and its National Renewable 

Energy Laboratory (NREL) within the past few years [5] [67] have highlighted the areas 

of Wind Energy that require development to best advance the power source for wide 

consumption. In these reports, the DoE/NREL have identified a series of technologies that 

would benefit the field as it grows into a major source for power in the US.  

A few of these technologies pertain to greater understanding of the turbine system for 

the purposes of reliability. This involves advanced monitoring of the power supplied by 

the wind as well as the loading of this power on the turbine itself. Additionally, 

advancements are needed in estimation of energy production that can incorporate 

uncertainties in the system alongside necessary measurements.  

Another category of improvements these reports discuss are the management of the 

turbines themselves. One of the more well-known considerations is controlling the 

generator to extract maximum power from the wind for a single turbine. However, there is 

also a necessity to control a series of turbines in a wind plant (or wind farm) to manage 

overall maximum performance, which includes management of the energy transfer 

between turbines to reduce structural loading. Essentially, these technologies serve to both 

improve performance regarding power capture in addition to increasing the lifespan of 

turbine components.  

 

 

 

 



15 

 

1.5 OBJECTIVES 

Based on the aforementioned reviews of contemporary control systems available to 

wind turbine systems, as well as desired future improvements as indicated by the US DoE, 

the following objectives have been determined to improve the performance of Type 4 wind 

turbine systems through the use of nonlinear control theory: 

1. Improve the system efficiency of Type 4 wind turbines. 

2. Effectively operate Type 4 wind turbines through turbulent wind conditions. 

3. Prevent system failures in Type 4 wind turbines. 

The use of nonlinear control principles can be used to accomplish these objectives. The 

first and second objectives can be met through the use of intelligent control systems that 

increase the system efficiency through rotational speed control of the generator, which 

should be accomplished while managing the nonlinearities associated with turbulent wind 

characteristics. The final objective can be met through the use of accurate observation 

systems, which determine time-varying system states that are otherwise unobtainable 

through measurement. Knowledge of key states that influence the health and performance 

of wind turbine systems can assist system engineers with the prevention of scenarios that 

would cause system downtime. Details of the specific objectives for these controllers and 

observers, as well as the mathematical development for these systems, will be provided in 

subsequent sections. 
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2 WIND TURBINE SYSTEM MODEL 

A visual representation of a Type 4 system model is shown in Figure 9. As shown, 

there are multiple stages to the energy conversion present in a WECS. The kinetic energy 

present in wind is converted to rotational energy through turbine blades, which then spin a 

rotor. This rotor is connected to the mechanical input of the generator itself, which in turn 

provides electrical power out in the form of three-phase voltages and currents. 

 

 

Figure 9. Typical configuration of a full-variable WECS 

 

2.1 WIND TURBINE MECHANICAL MODEL 

The power provided by wind energy in the context of a wind turbine is modelled as 

𝑃𝑤𝑖𝑛𝑑 ≜ 
1

2
𝜌𝐴𝑣3 (1) 

where 𝜌 is the density of the air, 𝐴 is the swept area of the wind turbine blades, and 𝑣 is 

the velocity of the wind. However, this describes the power of the wind as it approaches a 

wind turbine, and it is not possible for this quantity to be entirely captured by turbine 
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blades. For wind to generate power, some kinetic energy must be present downstream of 

the turbine (i.e. the wind must flow through the turbine, not stop at it), otherwise the turbine 

would never turn in the first place. This relationship was discovered and quantified by 

German physicist Albert Betz, who determined that the maximum power capture efficiency 

of a wind turbine is 16 27⁄ , or 59.3% [68]. Therefore, the aerodynamic power captured by 

the turbine blades is 

𝑃𝑎𝑒𝑟𝑜 ≜ 
1

2
𝜌𝐴𝑣3𝐶𝑝 (2) 

where 𝐶𝑝 ∈ [0,
16

27
] is the power coefficient that effectively describes the efficiency of 

power capture at the blades.  

Upon examining the forces present at the junction of the wind turbine blades and 

rotor, a mathematical representation for the mechanical model can be expressed as 

𝐽�̇� + 𝐵𝜔 + 𝑇𝐿 = 𝑇𝐸 (3) 

where 𝜔 is the rotational velocity (in rad/s) of the wind turbine shaft, 𝐽 is the total turbine 

inertia, 𝐵 is the damping coefficient, 𝑇𝐿 is the mechanical load torque, and 𝑇𝐸 is the 

electrical generator torque. Using the mechanical power of a rotating body, the load torque 

can be described as 

𝑇𝐿 = −
𝑃𝑎𝑒𝑟𝑜

𝜔
= −

𝜌𝐴𝑣3𝐶𝑝

2𝜔
. (4) 

The electrical torque is a result of the generator dynamics and will be discussed alongside 

the subsequent electrical modeling.  

 



18 

 

2.2 PMSG ELECTRICAL MODEL 

The per-phase equivalent circuit for a PMSG can be modeled as shown in Figure 10 

[69].  

 

Figure 10. The per-phase equivalent circuit of a PMSG. 

 

By taking into consideration all three phases of a PMSG and analyzing the voltage loop 

present in the circuit, the electrical model in the abc frame can be described as 

[

𝑣𝑎

𝑣𝑏

𝑣𝑐

] = 𝑅𝑠 [
𝐼𝑎
𝐼𝑏
𝐼𝑐

] + 𝐿𝑠 [

𝐼�̇�
𝐼�̇�
𝐼�̇�

] + [

𝑒𝑎

𝑒𝑏

𝑒𝑐

] (5) 

where 𝑣𝑎 , 𝑣𝑏 , 𝑣𝑐 are the phase-neutral voltages, 𝑅𝑠 is the stator resistance, 𝐼𝑎, 𝐼𝑏 , 𝐼𝑐 are the 

phase currents, 𝐿𝑠 is the stator inductance, and 𝑒𝑎, 𝑒𝑏 , 𝑒𝑐 are the phase back EMFs defined 

as 

[

𝑒𝑎

𝑒𝑏

𝑒𝑐

] ≜ 𝜆𝑚𝜔𝑟 [

𝑓𝑎
𝑓𝑏
𝑓𝑐

] (6) 
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where 𝜔𝑟 is the rotational velocity of the rotor magnet and 𝑓𝑎, 𝑓𝑏 , 𝑓𝑐 are the per-phase 

winding distributions of the stator, which are a function of the rotor magnet angle 𝜃𝑟. The 

electromagnetic torque for a PMSG can be defined as 

𝑇𝐸 ≜
𝑃

2
𝜆𝑚 [

𝑓𝑎
𝑓𝑏
𝑓𝑐

]

𝑇

[
𝐼𝑎
𝐼𝑏
𝐼𝑐

] (7) 

where 𝑃 is the number of magnetic poles in the generator. 

Remark 2.1: The difference in the rotor angle 𝜃𝑟 and the turbine angle 𝜃𝑚 is dependent on 

the number of magnetic poles. This expression can be written as 𝜃𝑟 =
𝑃

2
𝜃𝑚.  

While the rotor angle 𝜃𝑟 can be referenced arbitrarily (i.e. the motor location where 

𝜃𝑟 = 0), it will influence the subsequent Clarke and Park transformations. Hence, for the 

purposes of this work, the rotor angle is initialized 90° clockwise (in the negative direction) 

from the a-axis, as shown in Figure 11. 

 

Figure 11. Initialization of the rotor magnet angle as compared to the ABC frame. 

 

Mathematically, this orientation of the winding distributions is written as 
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[

𝑓𝑎
𝑓𝑏
𝑓𝑐

] =

[
 
 
 
 

cos(𝜃𝑟)

cos (𝜃𝑟 −
2𝜋

3
)

cos (𝜃𝑟 +
2𝜋

3
)]
 
 
 
 

. (8) 

Substituting (8) into (6) and that into (5) yields  

[

𝑣𝑎

𝑣𝑏

𝑣𝑐

] = 𝑅𝑠 [
𝐼𝑎
𝐼𝑏
𝐼𝑐

] + 𝐿𝑠 [

𝐼�̇�
𝐼�̇�
𝐼�̇�

] + 𝜆𝑚𝜔𝑟

[
 
 
 
 

cos(𝜃𝑟)

cos (𝜃𝑟 −
2𝜋

3
)

cos (𝜃𝑟 +
2𝜋

3
)
]
 
 
 
 

(9) 

and substituting (8) into (7) yields  

𝑇𝐸 = (
𝑃

2
) 𝜆𝑚

[
 
 
 
 

cos(𝜃𝑟)

cos (𝜃𝑟 −
2𝜋

3
)

cos (𝜃𝑟 +
2𝜋

3
)]
 
 
 
 
𝑇

[
𝐼𝑎
𝐼𝑏
𝐼𝑐

] . (10) 

Utilizing the Clarke Transformation, (9) and (10) can be rewritten in the 𝛼𝛽 frame as 

[
𝑣𝛼

𝑣𝛽
] = 𝑅𝑠 [

𝐼𝛼
𝐼𝛽

] + 𝐿𝑠 [
𝐼�̇�
𝐼�̇�

] + 𝜆𝑚𝜔𝑟 [
− sin(𝜃𝑟)

cos(𝜃𝑟)
] (11) 

𝑇𝐸 = (
3

2
) (

𝑃

2
) 𝜆𝑚[−sin(𝜃𝑟) cos(𝜃𝑟)] [

𝐼𝛼
𝐼𝛽

] . (12) 

From here, while taking Remark 2.1 into account, the Park Transformation can be used to 

rewrite (11) and (12) in the 𝑑𝑞 frame as 

[
𝑣𝑑

𝑣𝑞
] = [

𝑅𝑠 −
𝑃

2
𝜔𝐿𝑠

𝑃

2
𝜔𝐿𝑠 𝑅𝑠

] [
𝐼𝑑
𝐼𝑞

] + 𝐿𝑠 [
𝐼�̇�
𝐼�̇�

] + 𝜆𝑚

𝑃

2
𝜔 [

0
1
] (13) 

𝑇𝑒𝑚 = (
3

2
) (

𝑃

2
) 𝜆𝑚𝐼𝑞 . (14) 

Note that the existence of an electrical current in the torque equation above 

illustrates that this is a coupled dynamic system; i.e. the mechanical subsystem affects the 
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electrical subsystem and vice versa. This is why the linear controllers in Section 1 required 

cascaded controls that manage states in both the mechanical and electrical dynamics. 

 

2.3 SCIG ELECTRICAL MODEL 

Taking into account all three phases of the machine, the electrical model for a SCIG 

can be written in the abc frame as 

[

𝑣𝑎𝑠

𝑣𝑏𝑠

𝑣𝑐𝑠

] = 𝑅𝑠 [

𝐼𝑎𝑠

𝐼𝑏𝑠

𝐼𝑐𝑠

] + [

�̇�𝑎𝑠

�̇�𝑏𝑠

�̇�𝑐𝑠

] (15) 

where 𝑣𝑎𝑠
, 𝑣𝑏𝑠

, 𝑣𝑐𝑠
 are the phase-neutral voltages, 𝑅𝑠 is the stator resistance, and 

𝜓𝑎𝑠
, 𝜓𝑏𝑠

, 𝜓𝑐𝑠
 are the phase stator flux linkages. Using the same method as in Section 2.2, 

the Clarke Transformation can be utilized to rewrite this in the 𝛼𝛽 frame as 

[
𝑣𝛼𝑠

𝑣𝛽𝑠
] = 𝑅𝑠 [

𝐼𝛼𝑠

𝐼𝛽𝑠

] + [
�̇�𝛼𝑠

𝜓𝛽𝑠

] . (16) 

Similarly, voltage dynamics for the rotor can be written as 

[
𝑣𝛼𝑟

𝑣𝛽𝑟
] = 𝑅𝑟 [

𝐼𝛼𝑟

𝐼𝛽𝑟

] + [
�̇�𝛼𝑟

�̇�𝛽𝑟

] + 𝑛𝑝𝜔 [
𝜓𝛽𝑟

−𝜓𝛼𝑟

] (17) 

where 𝑣𝛼𝑟
, 𝑣𝛽𝑟

 are the rotor voltages, 𝑅𝑟 is the rotor resistance, 𝑛𝑝 =
𝑃

2
 is the number of 

pole pairs, 𝜓𝛼𝑟
, 𝜓𝛽𝑟

 are the rotor fluxes and 𝐼𝛼𝑟
, 𝐼𝛽𝑟

 are the rotor currents. 

Here, it is notable that while IM have both stator and rotor dynamics, SCIG 

specifically are only accessible through the stator, i.e. the rotor dynamics are not 

measurable. Additionally, flux is not a measurable quantity regardless of its location in the 

machine. However, the rotor fluxes have significant influence on the system behavior, as 
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outlined in Section 1.3. Therefore, there is a motivation to rewrite the model such that the 

voltages and currents are in the stator and the fluxes are in the rotor.  

 To begin translating between the stator and rotor fluxes, it is assumed that each flux 

can be modeled as a fixed inductance 

𝐿𝑠 = 𝐿𝑙𝑠 + 𝐿𝑚 (18) 
𝐿𝑟 = 𝐿𝑙𝑟 + 𝐿𝑚 (19) 

where 𝐿𝑙𝑠, 𝐿𝑙𝑟 are the leakage inductances unique to each location and 𝐿𝑚 is the mutual 

inductance that is shared between both. By taking into account the current crossing between 

the stator and rotor through these inductances, the translation between their fluxes can be 

defined as 

[
𝜓𝛼𝑠

𝜓𝛽𝑠

] = 𝐿𝑠 [
𝐼𝛼𝑠

𝐼𝛽𝑠

] + 𝐿𝑚 [
𝐼𝛼𝑟

𝐼𝛽𝑟

] (20) 

[
𝜓𝛼𝑟

𝜓𝛽𝑟

] = 𝐿𝑟 [
𝐼𝛼𝑟

𝐼𝛽𝑟

] + 𝐿𝑚 [
𝐼𝛼𝑠

𝐼𝛽𝑠

] . (21) 

By solving (17) for the rotor flux derivatives and substituting in rearranged (21), it can be 

found that  

[
�̇�𝛼𝑟

�̇�𝛽𝑟

] =
𝑅𝑟𝐿𝑚

𝐿𝑟
[
𝐼𝛼𝑠

𝐼𝛽𝑠

] −

[
 
 
 

𝑅𝑟

𝐿𝑟
𝑛𝑝𝜔

−𝑛𝑝𝜔
𝑅𝑟

𝐿𝑟 ]
 
 
 

[
𝜓𝛼𝑟

𝜓𝛽𝑟

] . (22) 

To obtain the stator current dynamics, (20) is substituted into (16) to obtain  

[
𝑣𝛼𝑠

𝑣𝛽𝑠
] = 𝑅𝑠 [

𝐼𝛼𝑠

𝐼𝛽𝑠

] + 𝐿𝑠 [
𝐼�̇�𝑠

𝐼�̇�𝑠

] + 𝐿𝑚 [
𝐼�̇�𝑟

𝐼�̇�𝑟

] . (23) 

Rearranging (21) once again and substituting into (23) yields 

(𝐿𝑠 −
𝐿𝑚
2

𝐿𝑟
) [

𝐼�̇�𝑠

𝐼�̇�𝑠

] = [
𝑣𝛼𝑠

𝑣𝛽𝑠
] − 𝑅𝑠 [

𝐼𝛼𝑠

𝐼𝛽𝑠

] −
𝐿𝑚

𝐿𝑟
[
�̇�𝛼𝑟

�̇�𝛽𝑟

] (24) 

which after substituting (22) finally produces  
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(1 −
𝐿𝑚
2

𝐿𝑠𝐿𝑟
) 𝐿𝑠 [

𝐼�̇�𝑠

𝐼�̇�𝑠

] = [
𝑣𝛼𝑠

𝑣𝛽𝑠
] − (𝑅𝑠 + 𝑅𝑟

𝐿𝑚
2

𝐿𝑟
2
) [

𝐼𝛼𝑠

𝐼𝛽𝑠

] +
𝐿𝑚

𝐿𝑟

[
 
 
 

𝑅𝑟

𝐿𝑟
𝑛𝑝𝜔

−𝑛𝑝𝜔
𝑅𝑟

𝐿𝑟 ]
 
 
 

[
𝜓𝛼𝑟

𝜓𝛽𝑟

] . (25) 

The electromagnetic torque is defined as [BK BOSE] 

𝑇𝐸 =
3

2
𝑛𝑝𝐿𝑚(𝐼𝛽𝑠

𝐼𝛼𝑟
− 𝐼𝛼𝑠

𝐼𝛽𝑟
). (26) 

By rearranging (21) and substituting into (26), followed by a change into matrix form, it 

can be seen that (26) is equivalent to 

𝑇𝐸 =
3

2
𝑛𝑝

𝐿𝑚

𝐿𝑟
 [
𝐼𝛼𝑠

𝐼𝛽𝑠

]
𝑇

[
0 1

−1 0
] [

𝜓𝛼𝑟

𝜓𝛽𝑟

] . (27) 

To simplify the completed SCIG electrical model, (22), (25), and (27) can be vectorized as 

�̇� = 𝐶3𝐼 − 𝐶2𝜓 + 𝑛𝑝𝜔𝑄𝜓 (28) 

𝐶4𝐼̇ = 𝑣 − 𝐶6𝐼 + 𝐶5𝜓 + 𝐶1𝜔𝑄𝑇𝜓 (29) 

𝑇𝐸 =
3

2
𝐶1𝐼

𝑇𝑄𝜓 (30) 

where 𝜓 = [𝜓𝛼 𝜓𝛽]𝑇 , 𝐼 = [𝐼𝛼 𝐼𝛽]𝑇 , 𝑣 = [𝑣𝛼 𝑣𝛽]𝑇 , 𝑄 = [
0 −1
1 0

] , 𝐶1 =
𝑛𝑝𝐿𝑚

𝐿𝑟
, 𝐶2 =

𝑅𝑟

𝐿𝑟
, 𝐶3 =

𝑅𝑟𝐿𝑚

𝐿𝑟
, 𝐶4 = 𝐿𝑠 (1 −

𝐿𝑚
2

𝐿𝑠𝐿𝑟
) , 𝐶5 =

𝐿𝑚𝑅𝑟

𝐿𝑟
2 , 𝐶6 = 𝑅𝑠 +

𝑅𝑟𝐿𝑚
2

𝐿𝑟
2 .  

 

2.4 MODEL UNCERTAINTIES 

Both the mechanical and electrical subsystems include uncertain quantities that are 

difficult to determine. Among the most difficult of these is the power coefficient of the 

wind power. This quantity is widely considered to be a function of the tip speed ratio (TSR), 

defined as 

𝜆 =
𝑅𝜔

𝑣
(31) 
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where 𝑅 is the turbine swept area radius, and the turbine blade angle 𝛽 [14] [24] [25] [31] 

[70] [71]. However, while this state-dependent function has been estimated linearly by 

various sources, the exact configuration of this function is not agreed upon, and typically 

is estimated differently depending on the specific system. 

 Additionally, there are parametric uncertainties within the mechanical dynamics. 

The quantities associated with the total rotational inertia 𝐽 and damping coefficient 𝐵 are 

difficult to accurately measure in a system such as a WECS. This means that the given 

value on the nameplate of a turbine can often be incorrect, which can make control of these 

turbines more difficult.  

 There are not many uncertainties within the PMSG electrical dynamics, as 

measurement of their parameters involves a relatively well-known process and all signals 

within the model are easily measurable. However, SCIG dynamics include a major 

uncertainty in that the rotor flux is not measurable. As rotor flux can become too large if 

left unmanaged, it is important to determine this uncertainty in some way to control the 

stability of a SCIG-based wind turbine. 
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3 SIMULATION PLATFORM 

The PLECS simulation software is used to simulate the system modeled detailed in 

Section 2. This simulation platform has the advantage of modelling circuits visually using 

components from a built-in library, while also managing complex differential equations in 

mathematical form. In combination, this creates an excellent environment in which to 

model the wind turbine system alongside the controllers and observers developed later in 

this work.  
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3.1 PMSG SIMULATION PARAMETERS 

The parameters used in the simulated model of a PMSG are presented in Table 2 

below.  

 

Table 2 

PMSG Simulated Model Parameters 

Parameter Value Units 

J 0.0078 kg ⋅ m2 

B 0 kg ⋅ m2 s⁄  

𝑝 8 # poles 

𝐿𝑠 6.9 mH 

𝑅𝑠 0.42 Ω 

𝜆𝑚 0.36 V ⋅ 𝑠 

𝜌 1.225 kg m3⁄  

R 3 m 

𝑣𝑢𝑝 15 m / s 
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3.2 SCIG SIMULATION PARAMETERS 

The parameters used in the simulated model of a SCIG are presented in Table 3 

below. 

 

Table 3 

SCIG Simulated Model Parameters. 

Parameter Value Units 

J 0.15 kg ⋅ m2 

B 0.008 kg ⋅ m2 s⁄  

𝑛𝑝 2 # poles pairs 

𝑅𝑟 2.553 Ω 

𝑅𝑠 2.015 Ω 

𝐿𝑟 245.5 mH 

𝐿𝑠 241.6 mH 

𝐿𝑚 230 mH 

𝜌 1.225 kg m3⁄  

R 1 m 

𝑣𝑢𝑝 15 m / s 

𝐵𝑢𝑝 0.018 kg ⋅ m2 s⁄  
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4 CONTROLLERS 

4.1 PMSG SPEED TRACKING CONTROL 

One of the more difficult quantities to attain in a PMSG system is the torque 

generated by the wind. Therefore, a nonlinear backstepping controller has been developed 

that manages the rotational speed of a PMSG to maximize power extraction without 

knowledge of the WECS torque dynamics. Backstepping methods work similarly to 

cascaded linear methods in that they manage a time-varying quantity in one dynamic 

system, which then manages another quantity in the coupled dynamic system. This system 

requires the input of an optimal tip speed ratio, which can be discovered using well-known 

MPPT methods. This controller aims to be robust to system operating point changes and 

torque uncertainties. 

 

4.1.1 CONTROL DEVELOPMENT 

The objective of this controller is to manage the rotational velocity, 𝜔(𝑡), of the 

wind turbine shaft such that it maintains the optimal tip speed ratio, 𝜆𝑑. This speed 

regulation is accomplished by managing the 𝑑𝑞 frame voltages, 𝑣𝑑(𝑡), 𝑣𝑞(𝑡), at the output 

of the PMSG. Ultimately, the goal of this system is to achieve maximum power output by 

tracking the optimal tip speed ratio. This should be accomplished alongside the following 

assumptions. 
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Assumption 4.1.1: The turbine torque 𝑇𝐿(𝜔, 𝑣) is an unknown time-varying quantity that is 

bounded by a known function Ω(𝜔) ≥  |𝑇𝐿(𝜔, 𝑣)|, where Ω(𝜔) is continuously 

differentiable. It is assumed that 𝑇𝐿(𝜔, 𝑣) ∈ ℒ∞.  

Assumption 4.1.2: The rotational velocity, 𝜔(𝑡), of the turbine shaft is measurable.  

Assumption 4.1.3: The generator voltages (control signals) and currents are all measurable, 

and the dq-frame quantities assume appropriate synchronization.  

Assumption 4.1.4: The parameters 𝐴, 𝐽, 𝐵, 𝑃, 𝜆𝑚, 𝐿𝑠, and 𝑅𝑠 are known a priori and are 

assumed to be constant with respect to time. 

Assumption 4.1.5: The wind speed 𝑣 is assumed to be unknown. However, an upper bound 

for the wind speed, 𝑣𝑢𝑝, is assumed to be known a priori and constant with respect to time. 

 

To begin, an error signal 𝑒(𝑡) is defined such that the goal of the controller is that 𝑒(𝑡) is 

bounded as 𝑡 → ∞. That is, 

𝑒 ≜  𝜔𝑑 − 𝜔 (32) 

where 𝜔𝑑(𝑡) is the desired speed for maximum power extraction found through 

𝜔𝑑 ≜
𝜆𝑑𝑣

𝑅
(33) 

where 𝜆𝑑 is the desired tip speed ratio.  

 

Remark 4.1.1: From the form of (33), it is apparent that such a method requires real-time 

measurement of the wind speed and knowledge of the optimal tip speed ratio. The need for 

this knowledge can be eliminated by utilizing commonly used maximum power point 

tracking (MPPT) methods [13] [72], though this work aims to demonstrate controller 

tracking ability alone. Therefore, this work assumes for the purposes of speed trajectory 
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planning that the wind speed is measurable. However, the subsequent controller itself does 

not assume a known wind speed, as seen in Remark 4.1.2.  

 

By taking the derivative and multiplying through by 𝐽, (32) can be altered into 

𝐽�̇� = 𝐽�̇�𝑑 − 𝐽�̇�. (34) 

Solving the mechanical dynamics in (3) for the first term and substituting into (34) yields 

𝐽�̇� = 𝐽�̇�𝑑 − (
3𝑃

4
) 𝜆𝑚𝐼𝑞 + 𝐵𝜔 + 𝑇𝐿 . (35) 

In order to use the voltages, 𝑣𝑑(𝑡) and 𝑣𝑞(𝑡), as the control inputs, a backstepping control 

objective is utilized through two additional error terms, defined as 

𝜂𝑞 ≜ 𝐼𝑞 − 𝐼𝑞𝑑 (36) 

𝜂𝑑 ≜ 𝐼𝑑 − 𝐼𝑑𝑑 (37) 

where 𝐼𝑞𝑑(𝑡), 𝐼𝑑𝑑(𝑡) are the desired q-axis and d-axis currents respectively. These 

additional error terms are defined such that the goal of the controller also includes 

𝜂𝑞(𝑡), 𝜂𝑑(𝑡) are bounded as 𝑡 → ∞.  

By rearranging (36) and substituting into (35) it can be seen that 

𝐽�̇� =  𝐽�̇�𝑑 − (
3𝑃

4
) 𝜆𝑚𝜂𝑞 + (

3𝑃

4
) 𝜆𝑚𝐼𝑞𝑑 + 𝐵𝜔 + 𝑇𝐿 . (38) 

Motivated by the subsequent stability analysis, the desired q-axis current can be defined as 

𝐼𝑞𝑑 ≜
4

3𝑃𝜆𝑚

(𝑘𝑒 + 𝑇𝑠𝑢𝑏 +  𝐽�̇�𝑑 + 𝐵𝜔) (39) 

where 𝑘 ∈ ℝ is a positive control gain, 

𝑇𝑠𝑢𝑏 ≜
Ω2𝑒

𝜀
(40) 

where 𝜀 ∈ ℝ is a small constant and Ω(𝜔) is defined as 
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Ω(𝜔) ≜
𝜌𝐴𝑣𝑢𝑝

3

2𝜔
. (41) 

 

Remark 4.1.2: The function 𝑇𝑠𝑢𝑏 is a robust high-gain term designed to compensate for the 

unknown dynamics of 𝑇𝐿. The function Ω(𝜔) is chosen as an upper bound for the torque 

𝑇𝐿, which is inferred from (4). Since 𝐶𝑝 is an efficiency of the wind captured by the turbine 

blades, removing it from 𝑃𝑎𝑒𝑟𝑜 provides the power of the wind itself, which, alongside an 

upper bound for the wind speed, can be used as an upper bound on 𝑇𝐿.  

 

After substituting the q-axis current, the closed loop mechanical dynamics become 

𝐽�̇� = −𝑘𝑒 −
Ω2𝑒

𝜀
− (

3𝑃

4
) 𝜆𝑚𝜂𝑞 + 𝑇𝐿 . (42) 

To obtain this desired q-axis current, 𝐼𝑞(𝑡), the electrical dynamics of the system 

are used. Taking the derivative of (36) and multiplying by 𝐿𝑠 it can be seen that 

𝐿𝑠�̇�𝑞 = 𝐿𝑠𝐼�̇� − 𝐿𝑠𝐼�̇�𝑑. (43) 

By rearranging the bottom half of (13) and substituting into (43), the open-loop error 

dynamics for the q-axis can be obtained as  

𝐿𝑠�̇�𝑞 = 𝑣𝑞 −
𝜔𝑃

2
𝐿𝑠𝐼𝑑 − 𝑅𝑠𝐼𝑞 − 𝜆𝑚

𝜔𝑃

2
− 𝐿𝑠𝐼�̇�𝑑. (44) 

Motivated by the subsequent stability analysis, the q-axis voltage can be defined as  

𝑣𝑞 ≜ = (
3𝑃

4
) 𝜆𝑚𝑒 − 𝑘𝑞𝜂𝑞 +

𝜔𝑃

2
𝐿𝑠𝐼𝑑 + 𝑅𝑠𝐼𝑞 + 𝜆𝑚

𝜔𝑃

2
+ 𝐿𝑠𝐼�̇�𝑑 (45) 

where 𝑘𝑞 ∈ ℝ is a positive control gain and  

𝐼�̇�𝑑 ≜
4

3𝑃𝜆𝑚
(𝑘�̇� + �̇�𝑠𝑢𝑏 +  𝐽�̈�𝑑 + 𝐵Γ). (46) 

To implement (46), 
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�̇�𝑠𝑢𝑏 ≜ −
𝑇𝑠𝑢𝑏

𝜔
(47) 

Γ ≜ −
1

𝐽
(𝐵𝜔 + 𝑇sub + (

3𝑃

4
) 𝜆𝑚𝐼𝑞) (48) 

are used. Upon substituting the q-axis voltage, the closed loop dynamics become  

𝐿𝑠�̇�𝑞 = (
3𝑃

4
) 𝜆𝑚𝑒 − 𝑘𝑞𝜂𝑞 . (49) 

The d-axis equations form similarly to the q-axis. First 

𝐿𝑠�̇�𝑑 = 𝐿𝑠𝐼�̇� − 𝐿𝑠𝐼�̇�𝑑 (50) 

is found by taking the derivative of (37) and multiplying by 𝐿𝑠.  

Remark 4.1.3: In typical PMSG applications, the desired d-axis current is set such that 

𝐼𝑑𝑑(𝑡) = 0, and therefore 𝐼�̇�𝑑(𝑡) = 0. 

By rearranging the top half of (13) and substituting into (50), as well as taking into 

account Remark 4.1.3, the open-loop error dynamics for the d-axis can be obtained as 

𝐿𝑠�̇�𝑑 = 𝑣𝑑 − 𝑅𝑠𝐼𝑑 +
𝜔𝑃

2
𝐿𝑠𝐼𝑞 . (51) 

Then the d-axis voltage can be designed as 

𝑣𝑑 ≜ 𝑅𝑠𝐼𝑑 −
𝜔𝑃

2
𝐿𝑠𝐼𝑞 − 𝑘𝑑𝜂𝑑 (52) 

where 𝑘𝑑 ∈ ℝ is a positive control gain. Substituting this into the d-axis voltage dynamics 

yields the closed loop system 

𝐿𝑠�̇�𝑑 = −𝑘𝑑𝜂𝑑 . (53) 

 

4.1.2 STABILITY ANALYSIS 

Theorem 4.1: The controlled voltages in (45) and (52) ensure that 𝑒(𝑡), 𝜂𝑞(𝑡), 𝜂𝑑(𝑡) are 

Globally Uniformly Ultimately Bounded (GUUB).  
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Proof 4.1: The stability of the closed-loop system presented by the combination of (42), 

(49), and (53) can be shown through a non-negative Lyapunov function 𝑉(𝑡) ∈  ℝ, 

defined as 

𝑉 ≜
1

2
𝐽𝑒2 +

1

2
𝐿𝑠𝜂𝑞

2 +
1

2
𝐿𝑠𝜂𝑑

2 , (54) 

for which the derivative is 

�̇� = 𝐽𝑒�̇� + 𝐿𝑠𝜂𝑞�̇�𝑞 + 𝐿𝑠𝜂𝑑�̇�𝑑 . (55) 

Substituting (42), (49), and (53) into (55) and simplifying yields  

�̇� = −𝑘𝑒2 −
Ω2𝑒2

𝜀
+ 𝑇𝐿𝑒 − 𝑘𝑞𝜂𝑞

2 − 𝑘𝑑𝜂𝑑
2 , (56) 

which from Assumption 4.1.1 can be upper bounded as 

�̇� ≤  −𝑘𝑒2 − 𝑘𝑞𝜂𝑞
2 − 𝑘𝑑𝜂𝑑

2 + |𝑒|Ω (1 −
1

𝜀
|𝑒|Ω) . (57) 

Upon inspection of the (1 −
1

𝜀
|𝑒|Ω) term, there become two possible cases. If |𝑒|Ω >  ε, 

then (57) simplifies to  

�̇� ≤  −𝑘𝑒2 − 𝑘𝑠𝜂𝑞
2 − 𝑘𝑑𝜂𝑑

2 (58) 

which is negative for all time. However, if |𝑒|Ω <  ε, then (57) simplifies to  

�̇� ≤  −𝑘𝑒2 − 𝑘𝑠𝜂𝑞
2 − 𝑘𝑑𝜂𝑑

2 + 𝜀 (59) 

which requires further analysis. 

 Should (57) simplify to (59), the errors must be vectorized as 

𝑍 ≜  [𝑒 𝜂𝑞 𝜂𝑑]. (60) 

From this definition, 𝑉 can be redefined as 

𝑉 =
1

2
𝑍 [

𝐽 0 0
0 𝐿𝑠 0
0 0 𝐿𝑠

] 𝑍𝑇 (61) 
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which, by using the Raleigh inequality, can be bounded as 

𝜆𝑚𝑖𝑛‖𝑍‖2 ≤ 𝑉 ≤ 𝜆𝑚𝑎𝑥‖𝑍‖2 (62) 

where  

𝜆𝑚𝑖𝑛  ≜
1

2
min(𝐽, 𝐿𝑠, 𝐿𝑠) , (63) 

𝜆𝑚𝑎𝑥  ≜
1

2
max(𝐽, 𝐿𝑠, 𝐿𝑠) . (64) 

From this, (59) can be rewritten as  

�̇� ≤  −
𝛾𝑉

𝜆𝑚𝑎𝑥
+ 𝜀 (65) 

where  

𝛾 ≜ min(𝑘, 𝑘𝑞 , 𝑘𝑑) . (66) 

Rearranging (65) yields the first order differential equation 

�̇� +
𝛾𝑉

𝜆𝑚𝑎𝑥
=  𝜀 − 𝑠(𝑡) (67) 

where 𝑠(𝑡) ≥ 0. Solving this differential equation yields 

𝑉(𝑡) ≤  𝑉(0)𝑒
−

𝛾𝑡
𝜆𝑚𝑎𝑥 +

𝜀𝜆𝑚𝑎𝑥

𝛾
(1 − 𝑒

−
𝛾𝑡

𝜆𝑚𝑎𝑥) (68) 

which from (62) can be rewritten as 

𝜆𝑚𝑖𝑛‖𝑍‖2 ≤  𝑉(0)𝑒
−

𝛾𝑡
𝜆𝑚𝑎𝑥 +

𝜀𝜆𝑚𝑎𝑥

𝛾
(1 − 𝑒

−
𝛾𝑡

𝜆𝑚𝑎𝑥) . (69) 

Solving (69) for ‖𝑍‖ then yields 

‖𝑍‖ ≤ √
𝑉(0)

𝜆𝑚𝑖𝑛
𝑒

−
𝛾𝑡

𝜆𝑚𝑎𝑥 +
𝜀𝜆𝑚𝑎𝑥

𝛾𝜆𝑚𝑖𝑛
(1 − 𝑒

−
𝛾𝑡

𝜆𝑚𝑎𝑥) (70) 

which will reduce to √
𝜀𝜆𝑚𝑎𝑥

𝛾𝜆𝑚𝑖𝑛
 as 𝑡 → ∞.  
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From (70), it can be shown that 𝑒(𝑡), 𝜂𝑞(𝑡), 𝜂𝑑(𝑡) ∈ ℒ∞. Looking at (33) and 

Assumption 4.1.5 it is apparent that 𝜔𝑑(𝑡), �̇�𝑑(𝑡), �̈�𝑑(𝑡) ∈ ℒ∞. Then, from the form of 

(32), it is apparent that 𝜔(𝑡) ∈ ℒ∞. From (41) it can be seen that Ω(𝜔) ∈ ℒ∞, which can 

then be used to show that 𝑇𝑠𝑢𝑏(𝜔) ∈ ℒ∞ in (40). Then, from the form of (39) it can be 

seen that 𝐼𝑞𝑑(𝑡) ∈ ℒ∞. From (38) and Assumption 4.1.1 it can be concluded that �̇� ∈ ℒ∞, 

and furthermore, it can be shown that �̇� ∈ ℒ∞ through (34). By considering Assumption 

6.1.1, the form of (3) shows that 𝐼𝑞(𝑡) ∈ ℒ∞. Looking again at (41), it can now be seen 

that Ω̇(𝜔) ∈ ℒ∞, and therefore through (40) �̇�𝑠𝑢𝑏(𝜔) ∈ ℒ∞. Then, it can be concluded 

from (46) that 𝐼�̇�𝑑 ∈ ℒ∞. Looking at (45) and (52) it can be shown that 𝑣𝑞(𝑡), 𝑣𝑑(𝑡) ∈

ℒ∞. This utilization of standard signal chasing arguments shows that all signals in the 

closed-loop system remain bounded. Therefore, the system is GUUB. 

 

 

4.1.3 SIMULATION RESULTS 

While the turbine torque is considered unknown for the controller, a model is 

needed for simulation. For the purposes of this wind turbine system, a linearized system is 

chosen [31] to model the torque effects present in a wind turbine, the profile for which is 

shown in Figure 12.  
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Figure 12. Power coefficient used for simulated WECS for speed controller. 

 

In both systems, a turbulent wind speed is used to simulate the controller and observer 

under more realistic, changing conditions. The profile for this wind speed is shown in 

Figure 13. 

 

Figure 13. Varied wind speed profile used as input to turbine system in speed controller. 
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Table 4 

PMSG Speed Controller Parameters 

Parameter Value 

𝑘 0.01 

𝑘𝑞 100,000 

𝑘𝑑 10 

𝜀 1 

𝜆𝑑 8.0 

 

The parameters for the nonlinear controller are presented in Table 4. The below 

figures show the simulation results for the controller. Figure 14a shows that as the wind 

profile changes, the speed controller changes to keep the tip speed ratio at the desired value, 

which is evident in Figure 14b.  

Through the backstepping controller objective, the dq frame currents are controlled 

as seen in Figure 15. Figure 16 shows the errors for both the current and speed objectives, 

all of which are substantially small. 
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Figure 14. a) rotational speed of PMSG (top), b) TSR of PMSG (bottom). 

 

 

Figure 15. PMSG DQ currents versus their reference values. 
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Figure 16. Nonlinear controller error signals. 

 

 

4.1.4 LINEAR CONTROLLER STEUP 

The linear controller used for comparison in this experiment is a cascaded PI 

controller, as shown in Figure 7 [13] [14] [15] [16] [18] [26]. This linear controller has 

been appropriately tuned for optimal performance with respect to rotational speed control. 

The control gains used are shown in Table 5. 

 

Table 5 

Control gains for PMSG linear controller. 

Parameter Value 

𝑘𝑑𝑃 10,000 

𝑘𝑑𝐼 0.01 

𝑘𝜔𝑃 1,000 

𝑘𝜔𝐼 100 

𝑘𝑞𝑃 1 

𝑘𝑞𝐼 500 
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4.1.5 COMPARATIVE SIMULATION RESULTS 

To compare the linear and nonlinear controllers, two tests have been done. The first 

experimental trial performed to compare these two controllers is a wind speed step. While 

an instantaneous rise in wind speed is not possible in these applications, sharp changes in 

wind happen regularly, and this experiment simulates a worst-case scenario. For the 

purposes of this test, a wind speed step occurs at 𝑡 = 0.75 from 8 m/s to 12 m/s. As 

discussed in Remark 4.1.1, this will influence the desired speed trajectory 𝜔𝑑 based on 

(33).  

The response of both controllers is shown in Figure 17. It is clear from the difference 

in time scales that the nonlinear controller responds much faster to changes in wind speeds 

as compared to the linear controller. For a numerical comparison, the settling time for each 

controller is presented in Table 6. 

 

Table 6 

Settling time of PMSG linear and nonlinear controllers after wind step change. 

Controller Settling Time (s) 

Linear 0.0060000 

Nonlinear 0.0000006 
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Figure 17. Step response of PMSG linear controller (top) and nonlinear controller (bottom) 

from a change in wind step. 

 

These results show that the nonlinear controller is roughly 10,000 times faster than the 

linear controller. This increased responsiveness allows for higher precision control in the 

face of rapidly changing wind speeds, as illustrated by the next experiment.  

 

The second experiment used to compare these controllers is the input of a more 

realistic turbulent wind speed. The turbulent wind speed used during this experiment is 

presented in Figure 18. This corresponds to a torque 𝑇𝐿 found similarly as in Section 4.1.3. 
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Figure 18. Turbulent wind speed for PMSG controller comparison. 

 

As discussed in Remark 4.1.1, the desired speed trajectory 𝜔𝑑 is designed based on (33), 

as seen in Figure 19. 

 

 

Figure 19. Desired speed trajectory for PMSG controller comparison. 

 

The results for both controllers, in terms of the speed error 𝑒, are shown in Figure 20. These 

results can be numerically compared by looking at the RMS errors throughout operation of 

the wind turbine, as shown in Table 7. It can be seen from the data presented below that 

the proposed controller manages the rapidly changing wind speeds much better than a 

traditional controller. Based on Table 7, the nonlinear controller achieves more accurate 

speed management by four orders of magnitude.  



43 

 

 

 

 

Figure 20. Speed tracking error of PMSG linear controller (top) and nonlinear controller 

(bottom). 

 

Table 7 

RMS speed control errors for PMSG linear and nonlinear controllers. 

Controller RMS Error (rad/s) 

Linear 0.163569 

Nonlinear 0.000044 
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4.2 SCIG SPEED TRACKING CONTROL 

In this control scheme, a model-based nonlinear controller is proposed to manage the 

rotational speed of a SCIG using a Current-Source Converter (CSC). This controller is able 

to maintain high fidelity control through unknown wind torque characteristics. Turbulent 

wind speeds add high nonlinearity to speed control endeavours. The proposed controller 

also manages the potential for inaccurate mechanical parameters by utilizing adaptive 

measures to compensate for that uncertainty. It is commonplace in IM applications for 

mechanical inertia and friction to vary from the environment and wear. Additionally, the 

proposed scheme is able to manage the generator flux without the need for an observer, 

which presents a large advantage over vector control schemes. 

Typically, SCIG control methods utilize voltage dynamics as the control input to the 

SCIG. However, there are numerous studies that exploit current dynamics instead using 

CSC. While the power electronic interface is relatively the same, working in a current-

mode operation has some advantages, such as higher horsepower operation and reduced 

stator terminal stress [73] [74]. 

 

4.2.1 CONTROL DEVELOPMENT 

The objective of this controller is to manage the rotational velocity, 𝜔(𝑡), of the 

wind turbine shaft such that it follows the desired speed trajectory, 𝜔𝑑(𝑡). This speed 

regulation is accomplished by managing the 𝛼𝛽 frame currents 𝐼(𝑡) at the output of the 

SCIG. Ultimately, the goal of this system is to achieve maximum power output, which can 

be accomplished through the choice of speed trajectory.  
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Hence, the purpose of the proposed control scheme is to manage 𝐼(𝑡) such that 𝜔(𝑡) →

𝜔𝑑(𝑡), which, based on the selection of 𝜔𝑑(𝑡), implies that 𝑃(𝑡) → 𝑃𝑚𝑎𝑥(𝑡), where 

𝑃𝑚𝑎𝑥(𝑡) is the maximum power able to be mechanically extracted from the wind. 

This should be accomplished alongside the following assumptions. 

Assumption 4.2.1: The turbine torque 𝑇𝐿(𝜔, 𝑣) is an unknown time-varying quantity that is 

bounded by a known function Ω(𝜔) ≥  |𝑇𝐿(𝜔, 𝑣)|, where Ω(𝜔) is continuously 

differentiable. It is assumed that 𝑇𝐿(𝜔, 𝑣) ∈ ℒ∞.  

Assumption 4.2.2: The generator flux 𝜓(𝑡) is assumed to be an unknown time-varying 

quantity. 

Assumption 4.2.3: The electrical parameters 𝑅𝑟 , 𝑅𝑠, 𝐿𝑟 , 𝐿𝑠, and 𝐿𝑚 are known a priori and 

are assumed to be constant with respect to time. 

Assumption 4.2.4: The mechanical turbine inertia 𝐽 is assumed to be unknown and slowly 

time-varying such that 𝐽(̇𝑡) ≈ 0. 

Assumption 4.2.5: The wind speed 𝑣 is assumed to be unknown. However, an upper bound 

for the wind speed, 𝑣𝑢𝑝, is assumed to be known a priori and constant with respect to time.  

Assumption 4.2.6: The desired speed trajectory and flux magnitude and their derivatives, 

𝜔𝑑(𝑡), 𝑓𝑑(𝑡), �̇�𝑑(𝑡), 𝑓�̇�(𝑡), are assumed to be known and bounded (i.e. ∈ ℒ∞).  

Assumption 4.2.7: The rotational velocity, 𝜔(𝑡), of the turbine shaft is measurable.  

To begin, an error signal 𝑒(𝑡) is defined as 

𝑒 ≜ 𝜔𝑑 − 𝜔 (71) 

where 𝜔𝑑(𝑡) is the desired speed trajectory. From this, a filtered error signal 𝑟(𝑡) can be 

defined as 

𝑟 ≜ 𝑒 + ∫𝑘1𝑒 (72) 
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where 𝑘1 ∈ ℝ is a positive constant. From the form of (72) it is clear that as 𝑒(𝑡) → 0, 

𝑟(𝑡) → 0. Therefore, the goal of this controller is that 𝑟(𝑡) remains bounded as 𝑡 → ∞. 

 As aforementioned, a crucial piece to SCIG control is management of the generator 

flux 𝜓(𝑡). Therefore, a flux tracking error is also defined as 

𝜂𝜓 ≜ 𝜓𝑑 − 𝜓 (73) 

where the goal of the controller is for 𝜂𝜓 = [𝜂𝛼 𝜂𝛽]𝑇 is bounded as 𝑡 → ∞. Additionally, 

the desired flux is defined as 

𝜓𝑑 ≜ 𝑓𝑑 [
cos 𝜌𝑑

sin 𝜌𝑑
] (74) 

where 𝑓𝑑 is a known desired flux magnitude and 𝜌𝑑 is the subsequently designed function 

for the synchronous angle of the SCIG. 

 The current command is implemented as 

𝐼 ≜ [
cos 𝜌𝑑 −sin 𝜌𝑑

sin 𝜌𝑑 cos 𝜌𝑑
] [

𝐼𝑑
𝐼𝑞

] (75) 

where 𝐼𝑑(𝑡), 𝐼𝑞(𝑡) are the subsequently designed equivalent currents in the rotating 

reference frame, as transformed about 𝜌𝑑. By rearranging (75) and substituting dynamics 

from (74), the current can be rewritten as 

𝐼 = 𝐼𝑑
𝜓𝑑

𝑓𝑑
+ 𝐼𝑞𝑄

𝜓𝑑

𝑓𝑑
. (76) 

The control development begins by taking the time derivative of (72) and multiplying 

through by 𝐽 to obtain 

𝐽�̇� = 𝐽�̇� + 𝑘1𝐽𝑒 (77) 

which, after substituting the derivative of (71), can be rewritten as 

𝐽�̇� = 𝐽�̇�𝑑 − 𝐽�̇� + 𝑘1𝐽𝑒. (78) 

Substituting (3) and (30) into (78) yields  
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𝐽�̇� = 𝐽(�̇�𝑑 + 𝑘1𝑒) + 𝐵𝜔 + 𝑇𝐿 −
3

2
𝐶1𝐼

𝑇𝑄𝜓. (79) 

Rearranging (73) and then substituting into (79) yields 

𝐽�̇� = 𝐽(�̇�𝑑 + 𝑘1𝑒) + 𝐵𝜔 + 𝑇𝐿 − 𝜏𝑑 +
3

2
𝐶1𝑄

𝑇𝐽𝜂𝜓 (80) 

where 

𝜏𝑑 =
3

2
𝐶1𝐼

𝑇𝑄𝜓𝑑 (81) 

is the desired torque of the SCIG. Based on the form of (81), the q-axis current can be 

defined as 

𝐼𝑞 ≜
𝜏𝑑

3
2𝐶1𝑓𝑑

. (82)
 

To implement the above, the desired torque is defined as 

𝜏𝑑 ≜ 𝐽(�̇�𝑑 + 𝑘1𝑒) + 𝐵𝜔 +
Ω2𝑟

𝜀
+ 𝑘𝑠𝑟 (83) 

where 𝑘𝑠 ∈ ℝ is a positive control gain, 𝜀 ∈ ℝ is a small constant, 𝐽 is a subsequently 

designed observer for the turbine inertia, and Ω(𝜔) is defined as  

Ω(𝜔) ≜
𝜌𝐴𝑣𝑢𝑝

3

2𝜔
+ 𝐵𝑢𝑝𝜔 (84) 

where 𝑣𝑢𝑝 ∈ ℝ is the known upper bound of the wind speed and 𝐵𝑢𝑝 ∈ ℝ is the known 

upper bound of the mechanical friction. 

 

Remark 1: The term 
Ω2𝑟

𝜀
 is a robust high-gain term designed to compensate for the unknown 

dynamics of 𝑇𝐿. The function Ω(𝜔) is chosen as an upper bound for the torque 𝑇𝐿, which 

is inferred from (4). Since 𝐶𝑝 is an efficiency of the wind captured by the turbine blades, 

removing it from 𝑃𝑎𝑒𝑟𝑜 provides the power of the wind itself, which, alongside an upper 
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bound for the wind speed, can be used as an upper bound on 𝑇𝐿. The second term is added 

to compensate for potential friction dynamics in the generator. 

 

After substituting the desired torque, the closed-loop mechanical dynamics become 

𝐽�̇� = −𝑘𝑠𝑟 + 𝐽(�̇�𝑑 + 𝑘1𝑒) +
3

2
𝐶1𝐼

𝑇𝑄𝜂𝜓 + 𝑇𝐿 −
Ω2𝑟

𝜀
. (85) 

To obtain the d-axis current 𝐼𝑑(𝑡), the flux dynamics of the system are used. Taking the 

derivative of (73) yields  

�̇�𝜓 = �̇�𝑑 − �̇� (86) 

which can be further rewritten by substituting in (5) as 

�̇�𝜓 = �̇�𝑑 − 𝐶3𝐼 + 𝐶2𝜓 − 𝑛𝑝𝜔𝑄𝜓 (87) 

where  

�̇�𝑑 = 𝑓�̇� [
cos 𝜌𝑑

sin 𝜌𝑑
] + 𝑓𝑑�̇�𝑑 [

− sin 𝜌𝑑

cos 𝜌𝑑
] . (88) 

After substituting in dynamics from (73) and (74), (87) can be rewritten as 

�̇�𝜓 = 𝜂1 + 𝜂2 − 𝐶3𝐼 (89) 

where  

𝜂1 = 𝑓�̇�
𝜓𝑑

𝑓𝑑
+ �̇�𝑑𝑄𝜓𝑑 , (90) 

𝜂2 = 𝐶2𝜓𝑑 − 𝐶2𝜂𝜓 − 𝑛𝑝𝜔𝑄𝜓𝑑 + 𝑛𝑝𝜔𝑄𝜂𝜓. (91) 

Substituting (75) and (77) into (89) yields 

�̇�𝜓 = 𝜂1 + 𝜂2 − 𝐶3 (𝐼𝑑
𝜓𝑑

𝑓𝑑
+

𝜏𝑑

3
2𝐶1𝑓𝑑

2
𝑄𝜓𝑑) . (92) 

Here, the d-axis current and synchronous speed can be defined as 
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𝐼𝑑 ≜
𝑓𝑑
𝐶3

(
𝑓�̇�
𝑓𝑑

+ 𝐶2 +
𝑟𝜏𝑑

𝑓𝑑
2 ) (93) 

�̇�𝑑 ≜ 𝐶3

𝜏𝑑

3
2𝐶1𝑓𝑑

2
+ 𝑛𝑝𝜔 +

3

2

𝐶1

𝐶3
𝑟 [(

𝑓�̇�
𝑓𝑑

) + 𝐶2 +
𝑟𝜏𝑑

𝑓𝑑
2 ] . (94) 

Substituting these back into (92) and thoroughly rearranging, the closed-loop flux 

dynamics become 

�̇�𝜓 = −𝐶2𝜂𝜓 +
3

2
𝐶1𝑟𝑄𝐼 + 𝑛𝑝𝜔𝑄𝜂𝜓. (95) 

 

4.2.2 STABILITY ANALYSIS 

Theorem 4.2.1: The controlled currents implemented by (82), (93), and (94) ensure that 

𝑒(𝑡), 𝑟(𝑡), 𝑛𝜓(𝑡) are GUUB.  

Proof 4.2.1: The stability of the closed-loop system presented by the combination of (85) 

and (95) can be shown through a non-negative Lyapunov function 𝑉(𝑡) ∈, defined as  

𝑉 =
1

2
𝐽𝑟2 +

1

2
𝜂𝜓

𝑇 𝜂𝜓 +
1

2𝑘𝐽
𝐽2, (96) 

where 𝑘𝐽 ∈ ℝ is a positive control gain and 

𝐽 = 𝐽 − 𝐽 (97) 

is the inertia observer error. Taking the derivative of (96) yields 

�̇� =  𝐽𝑟�̇� + 𝜂𝜓
𝑇 �̇�𝜓 +

1

𝑘𝐽
𝐽𝐽.̇ (98) 

Substituting (85) and (95) into (98) and simplifying yields  

�̇� =  −𝑘𝑠𝑟
2 − 𝐶2𝜂𝜓

𝑇 𝜂𝜓 + 𝑉𝐽 + 𝑇𝐿𝑟 −
Ω2𝑟2

𝜀
(99) 

where  
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𝑉𝐽 = 𝑟𝐽(�̇�𝑑 + 𝑘1𝑒) −
1

𝑘𝐽
𝐽𝐽.̇ (100) 

From this, the adaptive update law for the unknown turbine inertia can be defined as 

𝐽̇ ≜ 𝑘𝐽𝑟(�̇�𝑑 + 𝑘1𝑒). (101) 

Substituting this update law back into (99) yields 

�̇� =  −𝑘𝑠𝑟
2 − 𝐶2𝜂𝜓

𝑇𝜂𝜓 + 𝑇𝐿𝑟 −
Ω2𝑟2

𝜀
(102) 

which from Assumption 4.2.1 can be upper bounded as 

�̇� ≤  −𝑘𝑠𝑟
2 − 𝐶2𝜂𝜓

𝑇 𝜂𝜓𝜆 + |𝑟|Ω (1 −
1

𝜀
|𝑟|Ω) . (103) 

Upon inspection of the (1 −
1

𝜀
|𝑟|Ω) term, there become two possible cases. If |𝑟|Ω > 𝜀, 

then (103) simplifies to 

�̇� ≤  −𝑘𝑠𝑟
2 − 𝐶2𝜂𝜓

𝑇 𝜂𝜓𝜆 (104) 

which is negative for all time. However, if |𝑟|Ω < 𝜀, then (103) simplifies to 

�̇� ≤  −𝑘𝑠𝑟
2 − 𝐶2𝜂𝜓

𝑇𝜂𝜓𝜆 + 𝜀 (105) 

which requires further analysis.  

 Should (103) simplify to (105), the errors must be vectorized as 

𝑍 ≜ [𝑟 𝜂𝛼 𝜂𝛽]. (106) 

From this definition, 𝑉 can be redefined as 

𝑉 =
1

2
𝑍 [

𝐽 0 0
0 1 0
0 0 1

] 𝑍𝑇 (107) 

which, by using the Raleigh inequality, can be bounded as 

𝜆𝑚𝑖𝑛||𝑍||
2

≤ 𝑉 ≤ 𝜆𝑚𝑎𝑥||𝑍||
2

(108) 

where  
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𝜆𝑚𝑖𝑛||𝑍||
2

≜
1

2
min(𝐽, 1,1) , (109) 

𝜆𝑚𝑎𝑥||𝑍||
2

≜
1

2
max(𝐽, 1,1) . (110) 

From this, (105) can be rewritten as 

�̇� ≤ −
𝛾𝑉

𝜆𝑚𝑎𝑥
+ 𝜀 (111) 

where 

𝛾 ≜ min(𝑘1, 𝑘𝑠) . (112) 

Rearranging (106) yields the first order differential equation 

�̇� +
𝛾𝑉

𝜆𝑚𝑎𝑥
= 𝜀 − 𝑠(𝑡) (113) 

where 𝑠(𝑡) ≥ 0. Solving this differential equation yields  

𝑉(𝑡) ≤  𝑉(0)𝑟
−

𝛾𝑡
𝜆𝑚𝑎𝑥 +

𝜀𝜆𝑚𝑎𝑥

𝛾
(1 − 𝑟

−
𝛾𝑡

𝜆𝑚𝑎𝑥) (114) 

which from (108) can be rewritten as 

𝜆𝑚𝑖𝑛‖𝑍‖2 ≤  𝑉(0)𝑟
−

𝛾𝑡
𝜆𝑚𝑎𝑥 +

𝜀𝜆𝑚𝑎𝑥

𝛾
(1 − 𝑟

−
𝛾𝑡

𝜆𝑚𝑎𝑥) . (115) 

Solving (115) for ||𝑍|| then yields 

‖𝑍‖ ≤ √
𝑉(0)

𝜆𝑚𝑖𝑛
𝑟

−
𝛾𝑡

𝜆𝑚𝑎𝑥 +
𝜀𝜆𝑚𝑎𝑥

𝛾𝜆𝑚𝑖𝑛
(1 − 𝑟

−
𝛾𝑡

𝜆𝑚𝑎𝑥) (116) 

which will reduce to √
𝜀𝜆𝑚𝑎𝑥

𝛾𝜆𝑚𝑖𝑛
 as 𝑡 → ∞.  

From (116), it can be shown that 𝑟(𝑡), 𝜂𝜓(𝑡) ∈ ℒ∞. As stated in Assumption 4.2.6, 

𝜔𝑑(𝑡), �̇�𝑑(𝑡) ∈ ℒ∞ and 𝑓𝑑(𝑡), 𝑓�̇�(𝑡) ∈ ℒ∞. Based on the definition of (72), it can be seen 

that 𝑒(𝑡) ∈ ℒ∞. Then, from the form of (73), it is apparent that 𝜔(𝑡) ∈ ℒ∞. From (84) it 
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can be determined that Ω(𝜔) ∈ ℒ∞. Then, it is apparent from (84) that 𝜏𝑑(𝑡) ∈ ℒ∞. Then, 

the form of (82) indicated that 𝐼𝑞(𝑡) ∈ ℒ∞. From (93) and (94), it can be shown that 

𝐼𝑑(𝑡), �̇�𝑑 ∈ ℒ∞ respectively, and by extension 𝜌𝑑 ∈ ℒ∞. From the form of (74) and (75), it 

is apparent that 𝜓𝑑(𝑡), 𝐼(𝑡) ∈ ℒ∞ respectively. This utilization of standard signal chasing 

arguments shows that all signals in the closed-loop system remain bounded. Therefore, the 

system is GUUB. 

 

4.2.3 LINEAR CONTROLLER SETUP 

The linear controller used for comparison in this experiment is a cascaded PI controller 

[58], as shown in Figure 8. This is a voltage-mode vector control scheme, as is popularly 

used in IM and SCIG applications. In the control scheme above, two separate control loops 

are used to manage the flux magnitude, 𝑓, and the speed, 𝜔, which output the desired dq 

current values respectively. Note that all variables in Figure 8 with an asterisk are desired 

values. The vectorized current trajectory is then sent to a third control loop, which outputs 

a dq voltage.  

This linear controller has been appropriately tuned for optimal performance with 

respect to rotational speed control. The control gains used are shown in Table 8. 
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Table 8 

Control gains for SCIG vector controller. 

Parameter Value 

𝑘𝑓𝑃 100 

𝑘𝑓𝐼 60 

𝑘𝜔𝑃 200 

𝑘𝜔𝐼 1 

𝑘𝑖𝑃 20 

𝑘𝑖𝐼 100 

 

 

4.2.4 COMPARATIVE SIMULATION RESULTS 

The nonlinear controller and the above vector controller have been tested for two 

experimental conditions. For the purposes of these experiments, the desired speed 

trajectory 𝜔𝑑(𝑡) is calculated using (33). Note that the use of (52) does not override 

Assumption 4.2.5, as the controller itself doesn’t require knowledge of 𝑣. The control 

objective values and nonlinear control gains can be found in Table 9 and Table 10 

respectively. 
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Table 9 

Desired values for SCIG control. 

Parameter Value Units 

𝑓𝑑 0.4 V ∙ s 

𝜆𝑑 8.0977 - 

 

Table 10 

Control gains for nonlinear SCIG controller. 

Parameter Value 

𝑘1 0.1 

𝑘𝑠 1,000 

𝑘𝐽 1 

𝜀 1 

 

 

The linear and nonlinear controllers are compares using two experiments. The first 

test utilizes a step in wind speed from 3 to 6 m/s. While an instantaneous step in wind speed 

does not occur realistically, this presents a worst-case scenario for the purposes of 

comparing each controller’s ability to respond to changes in operating point. This 

experiment illustrates the response time of each controller. 

The second experiment involves a more realistic turbulent wind speed profile 

applied to each controller. As the wind speed changes, the controllers need to constantly 
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adapt, which is a common occurrence in some locations. The goal of this test is to expose 

the average error of each controller over extended period of time. 

The results of the wind step test can be seen in Figure 21. It is evident from this that 

as the operating point shifts abruptly, the nonlinear controller is about 75 times faster than 

the vector controller. 

 

 

 

Figure 21. Response of SCIG vector controller (top) and nonlinear controller (bottom) to a 

step in wind speed. 

 

Additionally, the illustrate the convergence of all error signals from Section 4.2.2, the error 

signals 𝑒(𝑡), 𝑟(𝑡), 𝜂𝜓(𝑡) from the nonlinear controller are displayed in Figure 22 - Figure 

24 during the same wind step experiment. Note that the flux error 𝜂𝜓(𝑡) is not a realizable 

signal due to Assumption 4.2.2 but is available for viewing in a simulation environment 
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here. It is evident from these figures that all errors in the closed-loop system for the 

nonlinear controller quickly converge to a near-zero value. 

 

 

Figure 22. Nonlinear SCIG controller speed error during wind step. 

 

 

Figure 23. Nonlinear SCIG controller filtered speed error during wind step. 

 

 

Figure 24. Nonlinear SCIG controller flux error during wind step. 
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It is also pertinent to show that the adaptive inertia term 𝐽(𝑡) converges to a steady-state 

value. This can be shown for the wind step experiment in Figure 25. 

 

 

Figure 25. Nonlinear SCIG controller adaptive inertia observer during wind step. 

 

The turbulent wind speed profile used for the second test is shown in Figure 26, which 

corresponds to a desired speed trajectory shown in Figure 27. 

 

 

Figure 26. Turbulent wind speed profile used for SCIG controller comparison. 
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Figure 27. Desired speed trajectory used for SCIG controller comparison. 

 

The results of applying this turbulence to each controller is displayed in Figure 28 in the 

form of the controller error 𝑒(𝑡). The RMS error of each controller indicates that the 

proposed scheme is about 250 times faster than the vector control scheme. 

 

 

 

Figure 28. SCIG speed controller errors for a vector controller (top) and nonlinear 

controller (bottom) in response to wind turbulence. 
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5 OBSERVERS 

5.1 PMSG WIND TORQUE OBSERVER 

Understanding the efficiency of a wind turbine cannot be achieved without first 

measuring or calculating the wind torque. While some attempts have been made to create 

generic equations that model this quantity, they typically vary between systems and are 

difficult to determine through mechanical testing. Therefore, a nonlinear observer is 

presented that can discover these dynamics in real time. This observer can learn the 

trajectory of the wind torque through minimal knowledge, most notably a lack of wind 

speed measurement. 

There have been other attempts to observer this state through both linear and 

nonlinear methods. Linear methods struggle with having to choose an operating point to 

linearize about, making the observer inaccurate when deviating from that point [75] [76]. 

Nonlinear methods, such as sliding mode controllers, have been developed for DFIG 

systems, and use a similar Lyapunov approach as the one used below [77]. However, as 

PMSG systems are increasing in popularity, these nonlinear observers must be updated to 

function for newer generators.  

Note that this observer could be performed for a SCIG system so long as the 

electromagnetic torque term 𝑇𝐸 is measurable or observable.  
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5.1.1 OBSERVER DEVELOPMENT 

The goal of this observer is to track the turbine torque such that �̂�𝐿(𝑡) → 𝑇𝐿(𝑡) as 

𝑡 → ∞, where �̂�𝐿(𝑡) is the observed torque. Before achieving this objective though, an 

observer must first be developed for the rotational acceleration. The following observer 

necessitates the following assumptions.  

Assumption 5.1.1: The rotational velocity, 𝜔(𝑡), of the turbine shaft and the q-axis current 

of the generator, 𝐼𝑞(𝑡), are measurable.  

Assumption 5.1.2: The parameters 𝐽, 𝐵, 𝑃, 𝜆𝑚 are known a priori and are assumed to be 

constant with respect to time. 

Assumption 5.1.3:  The signals 𝑇𝐿 , |�̇�𝐿|, |�̈�𝐿|, and �̇�(𝑡) are assumed to be piecewise 

continuous and bounded. 

Through rearrangement, (3) can be expressed as 

�̇� = −�̅�𝜔 + 𝜏𝐿 + 𝜏𝑒𝑚 (117) 

where  

�̅� ≜
𝐵

𝐽
, (118) 

𝜏𝐿 ≜ −
𝑇𝐿

𝐽
, (119) 

𝜏𝑒𝑚 ≜
𝑇𝐸

𝐽
= (

3𝑃

4𝐽
) 𝜆𝑚𝐼𝑞 . (120) 

From (119) the augmented observer for the torque can be defined as 

�̂�𝐿 ≜ −
�̂�𝐿

𝐽
(121) 

which then allows for the acceleration observer to be defined as 

�̇̂� ≜ −�̅�𝜔 + �̂�𝐿 + 𝜏𝑒𝑚. (122) 
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From here, a speed observer error term,  

𝑒𝑜  ≜ 𝜔 − �̂�, (123) 

is defined such that the first purpose of the observer is 𝑒𝑜(𝑡) → 0 as 𝑡 → ∞. By taking the 

derivative of (123) and substituting (117) and (122) in, it can be determined that 

�̇�𝑜 = 𝜏𝐿 − �̂�𝐿 . (124) 

Here, an auxiliary error signal is defined to facilitate a closed-loop system as 

𝑠 ≜ �̇�o + 𝑒𝑜 (125) 

�̇� = �̈�o + �̇�o (126) 

such that the observer objective is for 𝑠(𝑡) → 0 as 𝑡 → ∞. By taking the derivative of (124) 

and substituting it into (126) it can be seen that 

�̇� = �̇�𝐿 − �̇̂�𝐿 + �̇�𝑜 . (127) 

The auxiliary torque observer can then be defined as 

�̇̂�𝐿 ≜ (𝑘1 + 1)𝑠 + 𝑘2𝑠𝑔𝑛(𝑒𝑜) (128) 

where 𝑘1, 𝑘2 ∈ ℝ are positive control gains and 𝑠𝑔𝑛(∙) is the signum function. By 

integrating, the implementable form of this observer is 

�̂�𝐿 = (𝑘1 + 1)(𝑒𝑜(𝑡) − 𝑒𝑜(𝑡𝑜) + ∫𝑒𝑜

𝑡

𝑡𝑜

) + 𝑘2 ∫𝑠𝑔𝑛(𝑒𝑜)

𝑡

𝑡𝑜

. (129) 

 

5.1.2 STABILITY ANALYSIS 

Theorem 5.1: The torque observer in (128) ensures that 𝑒𝑜(𝑡), s(𝑡) → 0 as 𝑡 → ∞. 

Proof 5.1: The stability of the closed-loop system presented by (128) can be shown 

through a non-negative Lyapunov function 𝑉𝑜(𝑡) ∈  ℝ defined as 
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𝑉𝑜 =
1

2
𝑒𝑜

2 +
1

2
𝑠2, (130) 

for which the derivative is 

�̇�o = 𝑒𝑜�̇�o + 𝑠�̇�. (131) 

Solving (125) for �̇�𝑜 and substituting it alongside (127) into (131) and simplifying yields  

V̇𝑜 = 𝑠2 − 𝑒𝑜
2 + 𝑠(�̇�𝐿 − �̇̂�𝐿). (132) 

Substituting in (128) and rearranging will eventually yield 

�̇�o = −𝑒𝑜
2 − 𝑘1𝑠

2 + �̇�𝑜�̇�𝐿 − �̇�𝑜𝑘2𝑠𝑔𝑛(𝑒𝑜)

+𝑒𝑜(�̇�𝐿 − 𝑘2𝑠𝑔𝑛(𝑒𝑜)). (133)
 

Integrating both sides of (133) yields  

𝑉𝑜 ≤ 𝑉𝑜(𝑡𝑓) + 𝐼1 − 𝐼2 + 𝐼3 − I4 (134) 

where  

𝐼1 = ∫ �̇�𝑜(𝜎)�̇�𝐿(𝜎)𝑑𝜎

𝑡

𝑡𝑜

, (135) 

𝐼2 = 𝑘2𝑠𝑔𝑛(𝑒𝑜) ∫ 𝑒𝑜(𝜎)𝑑𝜎

𝑡

𝑡𝑜

, (136) 

𝐼3 = ∫ 𝑒𝑜(𝜎) (�̇�𝐿(𝜎) − 𝑘2𝑠𝑔𝑛(𝑒𝑜(𝜎))) 𝑑𝜎

𝑡

𝑡𝑜

, (137) 

𝐼4 = ∫ 𝑒𝑜
2(𝜎)𝑑𝜎

𝑡

𝑡𝑜

+ 𝑘1 ∫𝑠2(𝜎)𝑑𝜎

𝑡

𝑡𝑜

, (138) 

and 𝑉𝑜(𝑡𝑓) is the final value of 𝑉𝑜. Using integration by parts on (135) yields  

𝐼1 = 𝑒𝑜(𝑡)�̇�𝐿(𝑡) − 𝑒𝑜(𝑡𝑜)�̇�𝐿(𝑡𝑜) − ∫𝑒𝑜(𝜎)�̈�𝐿(𝜎)𝑑𝜎

𝑡

𝑡𝑜

(139) 
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and evaluating (136) yields  

𝐼2 = 𝑘2𝑠𝑔𝑛(𝑒𝑜(𝑡))𝑒𝑜(𝑡) − 𝑘2𝑠𝑔𝑛(𝑒𝑜(𝑡𝑜))𝑒𝑜(𝑡𝑜). (140) 

Substituting (139) and (140) into (134) and simplifying yields 

𝑉𝑜 ≤ − ∫𝑒𝑜
2(𝜎)𝑑𝜎

𝑡

𝑡𝑜

− 𝑘1 ∫𝑠2(𝜎)𝑑𝜎

𝑡

𝑡𝑜

+ 𝐶 (141) 

where  

𝐶 =  𝑉𝑜(𝑡𝑓) − 𝑒𝑜(𝑡𝑜) (�̇�𝐿(𝑡𝑜) − 𝑘2𝑠𝑔𝑛(𝑒𝑜(𝑡𝑜))) . (142) 

 From the structure of (141) and the definition of (142), it can be shown that 

 𝑉𝑜(𝑡) ∈ ℒ∞; hence, 𝑒𝑜(𝑡), 𝑠(𝑡) ∈ ℒ∞ ∩ ℒ2. From this, it can then be said from the form of 

(125) that �̇�𝑜 ∈ ℒ∞. From the form of (128) it is then true that �̇̂�𝐿 ∈ ℒ∞. Looking at (127), 

using Assumption 5.1.3 it can be said that �̇� ∈ ℒ∞Since 𝑒𝑜 , �̇�𝑜 , 𝑠, �̇� ∈ ℒ∞, then Barbalat’s 

Lemma can be used to prove that |𝑒𝑜(𝑡)|, |𝑠(𝑡)| → 0 as 𝑡 →  ∞. 

 

5.1.3 SIMULATION RESULTS 

The parameters for the nonlinear observer are presented in Table 11. For the purposes 

of testing this observer, the PMSG system is observed while running the same test found 

in Section 4.1.3.   
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Table 11 

Wind torque observer parameters. 

Parameter Value Units 

𝑘1 10,000 - 

𝑘2 1,000 - 

 

 

The below figures show the simulation results for the observer. In Figure 29 it is 

evident that the observed value for the rotational velocity closely follows that of the actual 

value. While there are small deviations when the speed has a high slew rate, the error is 

relatively minimal. 

The torque dynamics are shown in Figure 30, which presents the observed torque 

following the actual torque value so closely that it is visually difficult to distinguish the 

two lines. 

 

 

Figure 29. Observed versus actual rotational speed of PMSG. 
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Figure 30. Observed versus actual wind torque of PMSG. 

 

5.2 SCIG FLUX OBSERVER 

As previously mentioned, the flux of an induction machine is impractical to measure, 

which motivates the ability to observe its magnitude over time. Since traditional vector 

controllers for these machines (see Figure 8) seek to control the flux magnitude using the 

d axis current of the machine, a flux observer is often required. The magnitude of the flux 

is important for the performance of induction machines to ensure that the machine doesn’t 

become over or under excited. Operating an induction machine with an unbounded flux 

magnitude can cause serious damage to the motor.  

The other purpose of these observers, typically, is to determine the machine’s 

synchronous speed, as such a quantity is also unmeasurable. Knowledge of this is necessary 

for conversion between the dq and abc frames, which is done in vector control.  

 

5.2.1 OBSERVER DEVELOPMENT 

The goal of this observer is to determine the SCIG rotor flux and synchronous speed 

such that �̂�𝑑
′ (𝑡), �̂�𝑞

′ (𝑡) → 𝜓𝑑
′ (𝑡), 𝜓𝑞

′ (𝑡) and �̂�𝑒(𝑡) → 𝜔𝑒(𝑡) as 𝑡 → ∞. To accomplish this, 
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the stator current must first be observed such that 𝐼𝑑
′ (𝑡), 𝐼𝑞

′ (𝑡) → 𝐼𝑑
′ (𝑡), 𝐼𝑞

′ (𝑡) as 𝑡 → ∞. This 

is done alongside the following assumptions. 

Assumption 5.2.1: The stator voltages 𝑣𝛼 , 𝑣𝛽 and stator currents 𝐼𝛼, 𝐼𝛽 are measurable and 

bounded. 

Assumption 5.2.2: The parameters 𝐶1, 𝐶2, 𝐶3, 𝐶4, 𝐶5, 𝐶6 are known a priori and are constant 

with respect to time. 

Assumption 5.2.3: The synchronous speed 𝜔𝑒, its integral 𝜃𝑒, and the rotor flux 𝜓 are 

unmeasurable quantities.  

Assumption 5.2.4: The SCIG is operated such that the rotor speed 𝜔 and the rotor flux 

magnitude 𝜓𝑚𝑎𝑔 are both bounded.  

 

To begin, the model as presented in (22) and (25) must be transformed into the dq frame. 

This transformation is done about the integral to the observed synchronous speed. 

Therefore, a speed error term can be designed as 

�̃�𝑒 ≜ 𝜔𝑒 − �̂�𝑒 (143) 

where the goal of the observer is for �̃�𝑒(𝑡) → 0 as 𝑡 → ∞. Transforming (22) and (25) 

about the observed speed’s integral yields 

𝐶4 [
𝐼�̇�
′

𝐼�̇�
′ ] = [

𝑣𝑑
′

𝑣𝑞
′ ] − [

𝐶6 −𝐶4�̂�𝑒

𝐶4�̂�𝑒 𝐶6
] [

𝐼𝑑
′

𝐼𝑞
′ ] +

𝐿𝑚

𝐿𝑟
[

𝐶2 𝑛𝑝𝜔𝑟

−𝑛𝑝𝜔𝑟 𝐶2
] [

𝜓𝑑
′

𝜓𝑞
′ ] (144) 

[
�̇�𝑑

′

�̇�𝑞
′ ] = 𝐶3 [

𝐼𝑑
′

𝐼𝑞
′ ] − [

𝐶2 −(�̂�𝑒 − 𝑛𝑝𝜔𝑟)

�̂�𝑒 − 𝑛𝑝𝜔𝑟 𝐶2
] [

𝜓𝑑
′

𝜓𝑞
′ ] (145) 

where variables with ′ are auxiliary terms transformed about the observed speed. Here, the 

observer error terms can be defined as 
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[
𝐼𝑑
′

𝐼𝑞
′ ] ≜ [

𝐼𝑑
′

𝐼𝑞
′ ] − [

𝐼𝑑
′

𝐼𝑞
′ ] (146) 

[
�̃�𝑑

′

�̃�𝑞
′ ] ≜ [

𝜓𝑑
′

𝜓𝑞
′ ] − [

�̂�𝑑
′

�̂�𝑞
′ ] (147) 

where the goal of the observers is for 𝐼𝑑
′ (𝑡), 𝐼𝑞

′ (𝑡), �̃�𝑑
′ (𝑡), �̃�𝑞

′ (𝑡) → 0. Taking the derivative 

of (146) and multiplying through by 𝐶4 yields  

𝐶4 [
𝐼̇𝑑
′

𝐼̇𝑞
′
] = 𝐶4 [

𝐼�̇�
′

𝐼�̇�
′ ] − 𝐶4 [

𝐼̇𝑑
′

𝐼̇𝑞
′
] (148) 

and substituting (144) into (148) provides  

𝐶4 [
𝐼̇𝑑
′

𝐼̇𝑞
′
] = [

𝑣𝑑
′

𝑣𝑞
′ ] − [

𝐶6 −𝐶4�̂�𝑒

𝐶4�̂�𝑒 𝐶6
] [

𝐼𝑑
′

𝐼𝑞
′ ] +

𝐿𝑚

𝐿𝑟
[

𝐶2 𝑛𝑝𝜔𝑟

−𝑛𝑝𝜔𝑟 𝐶2
] [

𝜓𝑑
′

𝜓𝑞
′ ] − 𝐶4 [

𝐼̇𝑑
′

𝐼̇𝑞
′
] . (149) 

This form and the subsequent stability analysis motivate the definition of the current 

observer as 

𝐶4 [
𝐼̇𝑑
′

𝐼̇𝑞
′
] ≜ [

𝑣𝑑
′

𝑣𝑞
′ ] − [

𝐶6 −𝐶4�̂�𝑒

𝐶4�̂�𝑒 𝐶6
] [

𝐼𝑑
′

𝐼𝑞
′ ] +

𝐿𝑚

𝐿𝑟
[

𝐶2 𝑛𝑝𝜔𝑟

−𝑛𝑝𝜔𝑟 𝐶2
] [

�̂�𝑑
′

�̂�𝑞
′ ] + [

𝑘1 0
0 𝑘1

] [
𝐼𝑑
′

𝐼𝑞
′ ] (150) 

where 𝑘1 ∈ ℝ is a positive control gain. Substituting (150) back into (149) yields the closed 

loop error system for the current dynamics as 

𝐶4 [
𝐼̇𝑑
′

𝐼̇𝑞
′
] =

𝐿𝑚

𝐿𝑟
[

𝐶2 𝑛𝑝𝜔𝑟

−𝑛𝑝𝜔𝑟 𝐶2
] [

�̃�𝑑
′

�̃�𝑞
′ ] − [

𝑘1 0
0 𝑘1

] [
𝐼𝑑
′

𝐼𝑞
′ ] . (151) 

Next, the flux observer is considered. Taking the derivative of (147), it can be seen that 

[
�̇̃�𝑑

′

�̇̃�𝑞
′
] = [

�̇�𝑑
′

�̇�𝑞
′ ] − [

�̇̂�𝑑
′

�̇̂�𝑞
′
] . (152) 

Substituting (145) into (152) yields  

[
�̇̃�𝑑

′

�̇̃�𝑞
′
] = 𝐶3 [

𝐼𝑑
′

𝐼𝑞
′ ] − [

𝐶2 −(�̂�𝑒 − 𝑛𝑝𝜔𝑟)

�̂�𝑒 − 𝑛𝑝𝜔𝑟 𝐶2
] [

𝜓𝑑
′

𝜓𝑞
′ ] − [

�̇̂�𝑑
′

�̇̂�𝑞
′
] , (153) 

which motivates the flux observer definition 
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[
�̇̂�𝑑

′

�̇̂�𝑞
′
] ≜ 𝐶3 [

𝐼𝑑
′

𝐼𝑞
′ ] − [

𝐶2 −(�̂�𝑒 − 𝑛𝑝𝜔𝑟)

�̂�𝑒 − 𝑛𝑝𝜔𝑟 𝐶2
] [

�̂�𝑑
′

�̂�𝑞
′ ] +

𝐿𝑚

𝐿𝑟
[

𝐶2 −𝑛𝑝𝜔𝑟

𝑛𝑝𝜔𝑟 𝐶2
] [

𝐼𝑑
′

𝐼𝑞
′ ] . (154) 

Substituting (154) back into (153) provides the closed loop error system for the flux 

dynamics as 

[
�̇̃�𝑑

′

�̇̃�𝑞
′
] = − [

𝐶2 −(�̂�𝑒 − 𝑛𝑝𝜔𝑟)

�̂�𝑒 − 𝑛𝑝𝜔𝑟 𝐶2
] [

�̃�𝑑
′

�̃�𝑞
′ ] −

𝐿𝑚

𝐿𝑟
[

𝐶2 −𝑛𝑝𝜔𝑟

𝑛𝑝𝜔𝑟 𝐶2
] [

𝐼𝑑
′

𝐼𝑞
′ ] . (155) 

Finally, the synchronous speed must be observed. Typically, the synchronous speed is 

defined in such as way that the flux magnitude is entirely in the d axis, i.e. 𝜓𝑑 =

𝜓𝑚𝑎𝑔, 𝜓𝑞 = 0. Therefore, the q axis flux can be treated as an error system similar to 𝐼 and 

�̃�. Based on the form of (154), the speed observer can be defined as 

�̂�𝑒 ≜
1

�̂�𝑑
′
(𝐶3𝐼𝑞

′ + 𝑛𝑝𝜔𝑟�̂�𝑑
′ − 𝐶2�̂�𝑞

′ +
𝐿𝑚

𝐿𝑟
(𝑛𝑝𝜔𝑟𝐼𝑑

′ + 𝐶2𝐼𝑞
′ ) + 𝑘𝜔�̂�𝑞

′ ) (156) 

where 𝑘𝜔 ∈ ℝ is a positive control gain. Substituting (156) back into the lower half of 

(154) yields 

�̇̂�𝑞
′ = 𝑘𝜔�̂�𝑞

′ . (157) 

 

5.2.2 STABILITY ANALYSIS 

Theorem 5.2: The observers in (150), (154), and (156)(128) ensure that 

𝐼𝑑
′ (𝑡), 𝐼𝑞

′ (𝑡), �̃�𝑑
′ (𝑡), �̃�𝑞

′ (𝑡), �̂�𝑞
′ (𝑡) → 0 as 𝑡 → ∞. 

Proof 5.2: The stability of the closed-loop system presented by the combination of (151), 

(155), and (157) can be shown through a non-negative Lyapunov function 𝑉(𝑡) ∈  ℝ 

defined as 

𝑉 ≜
1

2
𝐶4𝐼𝑑

′ 2
+

1

2
𝐶4𝐼𝑞

′ 2
+

1

2
�̃�𝑑

′ 2
+

1

2
�̃�𝑞

′ 2
+

1

2
�̂�𝑞

′ 2
, (158) 

for which the derivative is  
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�̇� = 𝐶4𝐼𝑑
′ 𝐼̇𝑑

′ + 𝐶4𝐼𝑞
′ 𝐼̇𝑞

′ + �̃�𝑑
′ �̇̃�𝑑

′ + �̃�𝑞
′ �̇̃�𝑞

′ + �̂�𝑞
′ �̇̂�𝑞

′ . (159) 

Substituting (151), (155), and (157) into (159) and simplifying yields 

�̇� = −𝑘1𝐼𝑑
′ 2

− 𝑘1𝐼𝑞
′ 2

− 𝐶2�̃�𝑑
′ 2

− 𝐶2�̃�𝑞
′ 2

− 𝑘𝜔�̂�𝑞
′ 2

. (160) 

Since (158) ≥ 0 and (160) ≤ 0 for all time, it can be concluded that 𝐼𝑑
′ , 𝐼𝑞

′ , �̃�𝑑
′ , �̃�𝑞

′ , �̂�𝑞
′ ∈

ℒ∞. From the form of (147) and Assumption 5.2.4, it can be seen that �̂�𝑑
′ , �̂�𝑞

′ ∈ ℒ∞. Then, 

based on (156), it is clear that �̂�𝑒 ∈ ℒ∞. Additionally, it can be seen from the form of (157) 

that �̇̂�𝑞
′ ∈ ℒ∞. Based on (155), it is evident that �̇̃�𝑑

′ , �̇̃�𝑞
′ ∈ ℒ∞. Finally, from the form of 

(151), it can be seen that 𝐼̇𝑑
′ , 𝐼̇𝑞

′ ∈ ℒ∞.   

Based on the signal chasing above, it can be concluded that 𝐼̇𝑑
′ , 𝐼̇𝑞

′ , �̇̃�𝑑
′ , �̇̃�𝑞

′ , �̇̂�𝑞
′ ∈ ℒ∞, which 

implies that �̈� ∈ ℒ∞. Thus, Barbalat’s Lemma can be used to state that �̇�(𝑡) → 0 and thus 

𝐼𝑑
′ , 𝐼𝑞

′ , �̃�𝑑
′ , �̃�𝑞

′ , �̂�𝑞
′ → 0 as 𝑡 → ∞.  

 

5.2.3 SIMULATION RESULTS 

The flux observer above is demonstrated while a SCIG system is simulated under scalar 

control, the architecture for which is shown in Figure 31. The parameters needed for this 

implementation are shown in Table 12. Additionally, the observer gains are presented in 

Table 13. 
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Figure 31. Scalar control architecture for SCIG. 

 

 

Table 12 

Implementation parameters for SCIG flux observer under scalar control.  

Parameter Value Units 

V-Hz 8 - 

𝑇𝐿 0.2 𝑁 ∙ 𝑚 

 

Table 13 

Observer gains for SCIG flux observer. 

Parameter Value 

𝑘1 50 

𝑘𝜔 70,000 

 

For the purposes of highlighting convergence, the scalar controller is sent a speed trajectory 

that steps from 100 to 200 rad/s at 𝑡 = 2.5 sec. The performance of the current, flux, and 

synchronous speed observers are demonstrated in Figure 32 through Figure 34. It is evident 

that the observers quickly converge to the actual values with little steady-state errors. 
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Figure 32. SCIG current versus observed values. 

 

 

Figure 33. SCIG rotor flux magnitude versus observed value. 

 

 

Figure 34. SCIG synchronous speed versus observed value. 
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CONCLUSION 

A series of controllers and observers have been presented to improve the overall 

performance of Type 4 wind turbine systems. The speed controllers for both PMSG and 

SCIG wind turbines optimize the mechanical efficiency of wind power conversion through 

turbulent wind speed characteristics, which has been shown to include significant 

performance improvements from standard industrial control schemes.  The presented 

observers help provide those working on wind turbine systems access to states otherwise 

unmeasurable, which greatly helps keep these generators in proper working order for 

longer periods of time. Simulations results illustrate that these controllers and observers 

achieve high precision during intense wind turbulence.  
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