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ABSTRACT

COSINE-BASED EXPLAINABLE MATRIX FACTORIZATION FOR COLLABORATIVE FILTERING RECOMMENDATION

Pegah Sagheb Haghighi

August 4, 2021

Recent years saw an explosive growth in the amount of digital information and the number of users who interact with this information through various platforms, ranging from web services to mobile applications and smart devices. This increase in information and users has naturally led to information overload which inherently limits the capacity of users to discover and find their needs among the staggering array of options available at any given time, the majority of which they may never become aware of. Online services have handled this information overload by using algorithmic filtering tools that can suggest relevant and personalized information to users. These filtering methods, known as Recommender Systems (RS), have become essential to recommend a range of relevant options in diverse domains ranging from friends, courses, music, and restaurants, to movies, books, and travel recommendations. Most research on recommender systems has focused on developing and evaluating models that can make predictions efficiently and accurately, without taking into account other desiderata such as fairness and transparency which are becoming increasingly important to establish trust with human users. For this reason, researchers have been recently pressed to develop recommendation systems that are endowed with the increased ability to explain why a recommendation is given, and hence help users make more informed decisions. Nowadays, state of the art Machine Learning (ML) techniques are being
used to achieve unprecedented levels of accuracy in recommender systems. Unfortunately, most models are notorious for being black box models that cannot explain their output predictions. One such example is Matrix Factorization, a technique that is widely used in Collaborative Filtering algorithms. Unfortunately, like all black box machine learning models, MF is unable to explain its outputs.

This dissertation proposes a new Cosine-based explainable Matrix Factorization model (CEMF) that incorporates a user-neighborhood explanation matrix (NSE) and incorporates a cosine based penalty in the objective function to encourage predictions that are explainable. Our evaluation experiments demonstrate that CEMF can recommend items that are more explainable and diverse compared to its competitive baselines, and that it further achieves this superior performance without sacrificing the accuracy of its predictions.
TABLE OF CONTENTS

ACKNOWLEDGEMENTS iii
ABSTRACT iv
LIST OF TABLES ix
LIST OF FIGURES xi

CHAPTER

1 INTRODUCTION ............................................................. 1
  1.1 Problem Statement ..................................................... 2
  1.2 Research Contributions .............................................. 3
  1.3 Research Questions .................................................... 3
  1.4 Document Organization ............................................... 4

2 LITERATURE REVIEW ..................................................... 5
  2.1 Recommendation Systems ............................................. 5
    2.1.1 Content-based Filtering ......................................... 6
    2.1.2 Collaborative Filtering .......................................... 6
    2.1.3 Hybrid Recommendation .......................................... 10
  2.2 Related Work in Recommender Systems (Non-Neural Latent Factor-Based Approaches) ................................ 10
    2.2.1 Matrix Factorization (MF) ....................................... 10
    2.2.2 Probabilistic Matrix Factorization (PMF) ...................... 11
    2.2.3 Generalized Matrix Factorization (GMF) ....................... 12
    2.2.4 Singular Value Decomposition(SVD) ............................ 12
  2.3 Related Work in Recommender Systems (Neural Approaches) ............ 13
    2.3.1 Multi-Layer Perceptron (MLP) ................................ 13
## LIST OF TABLES

<table>
<thead>
<tr>
<th>TABLE</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1 Summary of Notations</td>
<td>27</td>
</tr>
<tr>
<td>4.1 RMSE significance test results. Bold indicates significantly better performance.</td>
<td>42</td>
</tr>
<tr>
<td>4.2 MAP@10 significance test results. Bold indicates significantly better performance.</td>
<td>44</td>
</tr>
<tr>
<td>4.3 nDCG significance test results. Bold indicates significantly better performance.</td>
<td>46</td>
</tr>
<tr>
<td>4.4 MEP@10 significance test results (Explainability Threshold $\theta &gt; 0.1$). Bold indicates significantly better performance.</td>
<td>49</td>
</tr>
<tr>
<td>4.5 MEP@10 significance test results (Explainability Threshold $\theta &gt; 0.4$). Bold indicates significantly better performance.</td>
<td>49</td>
</tr>
<tr>
<td>4.6 MEP-TR@10 significance test results (Explainability Threshold $&gt; 0.1$). Bold indicates significantly better performance.</td>
<td>51</td>
</tr>
<tr>
<td>4.7 MEP-TR@10 significance test results (Explainability Threshold $&gt; 0.4$). Bold indicates significantly better performance.</td>
<td>51</td>
</tr>
<tr>
<td>4.8 Diversity significance test results for the Top-10 Recommendations (Popularity Threshold $&lt; 0.08$). Bold indicates significantly better performance.</td>
<td>56</td>
</tr>
<tr>
<td>4.9 Top-5 movies rated by Sample user A, from the training data.</td>
<td>57</td>
</tr>
<tr>
<td>4.10 Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (MF Model). <strong>MF has no explanations. Unpopular items have popularity below 0.08.</strong></td>
<td>58</td>
</tr>
<tr>
<td>4.11 Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (GMF Model). <strong>GMF has no explanations. Unpopular items have popularity below 0.08.</strong></td>
<td>58</td>
</tr>
</tbody>
</table>
4.12 Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (CEMF Model). The explanations are shown in Figure 4.10. Unpopular items have popularity below 0.08.  

4.13 Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (EMF Model) The explanations are shown in Figure 4.11. Unpopular items have popularity below 0.08.  

4.14 Top-5 movies rated by Sample user B, from the training data.  

4.15 Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (MF Model). MF has no explanations. Unpopular items have popularity below 0.08.  

4.16 Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (GMF Model). GMF has no explanations. Unpopular items have popularity below 0.08.  

4.17 Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (CEMF Model). The explanations are shown in Figure 4.12, Unpopular items have popularity below 0.08.  

4.18 Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (EMF Model). The explanations are shown in Figure 4.13. Unpopular items have popularity below 0.08.  

4.19 Results on the test data. The best results are in Bold.  

4.20 Results on the test data. The best results are in Bold (θ > 0.1).  

4.21 Results on the test data. The best results are in Bold (θ > 0.4).
**LIST OF FIGURES**

<table>
<thead>
<tr>
<th>FIGURE</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Structure of Autoencoders</td>
<td>14</td>
</tr>
<tr>
<td>2.2</td>
<td>An Autoencoder Architecture for Collaborative Filtering</td>
<td>15</td>
</tr>
<tr>
<td>2.3</td>
<td>RBM Architecture</td>
<td>17</td>
</tr>
<tr>
<td>3.1</td>
<td>(a) First term loss vs number of iterations (b) Second term (Explainability) loss vs number of iterations (c) Total loss vs number of iterations. The loss for each term decreases with each iteration. This shows that the models are learning to predict the ratings, while encouraging the recommendation of explainable items.</td>
<td>30</td>
</tr>
<tr>
<td>3.2</td>
<td>An example of NSE explanation from the user-study in [1]</td>
<td>32</td>
</tr>
<tr>
<td>3.3</td>
<td>Popularity distribution of items in MovieLens 100K</td>
<td>33</td>
</tr>
<tr>
<td>3.4</td>
<td>(a) Prediction vs. Explainability penalty for most popular items (MPI) and least popular items (LPI)/ Most popular users (MPU) and least popular users (LPU) (b) Prediction vs. Explainability penalty for medium users (MEDU) and most popular items (MPI)/least popular items (LPI). CEMF yields a reduced bias towards popular items compared to EMF.</td>
<td>36</td>
</tr>
<tr>
<td>4.1</td>
<td>(a) RMSE vs. number of hidden factors (b) RMSE vs. number of neighbors (c) RMSE vs. explainability coefficient ( \lambda )</td>
<td>43</td>
</tr>
<tr>
<td>4.2</td>
<td>(a) MAP vs. number of hidden factors (b) MAP vs. number of neighbors (c) MAP vs. explainability coefficient ( \lambda )</td>
<td>45</td>
</tr>
<tr>
<td>4.3</td>
<td>(a) nDCG vs. number of hidden factors (b) nDCG vs. number of neighbors (c) nDCG vs. explainability coefficient ( \lambda )</td>
<td>47</td>
</tr>
</tbody>
</table>
4.4 MEP vs number of neighbors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$). CEMF’s performance gain increases for very highly explainable recommendations. Hence its recommendations lists contain a greater proportion of highly explainable items ($\theta > 0.4$). ........................................ 50

4.5 MEP-TR vs number of neighbors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$). CEMF’s performance gain increases for very highly explainable recommendations. Hence its recommendations lists contain a greater proportion of highly explainable items ($\theta > 0.4$). ........................................ 52

4.6 MEP vs number of hidden factors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$). CEMF’s performance gain increases for very highly explainable recommendations. Hence its recommendations lists contain a greater proportion of highly explainable items ($\theta > 0.4$). ........................................ 53

4.7 MEP-TR vs number of hidden factors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$). ................................................................. 54

4.8 Diversity for the top-10 recommendation vs. the popularity threshold for CEMF and EMF. ................................................................. 55

4.9 Popularity distribution box-plot ................................................................. 57

4.10 NSE Explanation for movies recommended to Sample User A based on Table 4.12 using CEMF model, The movies are shown in the order of their recommendations from (a)-(e). ........................................ 61

4.11 NSE Explanation for movies recommended to Sample User A based on Table 4.13 using EMF model, The movies are shown in the order of their recommendations from (a)-(e). ........................................ 62

4.12 NSE explanations for movies recommended to Sample user B based on Table 4.17 using CEMF. The movies are shown in the order of their recommendations from (a)-(e). ........................................ 67
4.13 NSE explanations for movies recommended to Sample user B based on Table 4.18 using EMF. The movies are shown in the order of their recommendations from (a)-(e).
CHAPTER 1

INTRODUCTION

The use of information filtering tools that discover or suggest relevant and personalized items has become essential to avoid information overload. For instance, recommender systems assist users by providing them with personalized suggestions. They recommend items in a variety of domains (music, movies, books, travel recommendation, etc).

While black-box Machine Learning (ML) models are increasingly being applied to make predictions in the field of recommendations, the demand for explainability has been increasing. The most accurate recommendation models tend to be black boxes that cannot justify why items are recommended to a user. The ability of a recommender system to explain the reasoning of its recommendation can serve as a bridge between humans and recommender systems. Explanations can serve different purposes such as building trust, improving transparency and user satisfaction and helping users make informed decisions.

Black-box models which include Latent factor models have been the state of the art in Collaborative Filtering recommender systems. For instance, Matrix Factorization (MF) [2] which has proved to be highly accurate in various domains in particular recommendation systems learns hidden interactions between entities to predict possible user ratings for items.

Unfortunately, a common challenge with black-box methods is the difficulty of explaining their predictions to users using the latent dimensions. To solve this problem, some explainable recommendation algorithms have recently been proposed. For instance, Explicit factor models (EFM) [3] generate explanations based on the explicit features extracted from users’ reviews. Explainable Matrix Factorization (EMF) [4,5] is another algorithm that uses an explainability regularizer or soft constraint in the objective function of classical matrix factorization. The constraining term tries to bring the user and explainable item’s latent
factor vectors closer, thus favoring the appearance of explainable items at the top of the recommendation list. However, the soft constraint has the disadvantage of using the Euclidean distance which is known to suffer from the curse of dimensionality, a common issue with rating data that tends to be high dimensional and sparse.

To overcome the limitations of using the Euclidean distance, we propose a new objective function for the Matrix Factorization model used in Collaborative Filtering that computes top-n recommendations that are both accurate and explainable. We use a cosine based distance as an explainability regularizer or a soft constraint in the objective function, and call the new model Cosine-based Explainable Matrix Factorization (CEMF). Like MF and EMF, this model does not require using any additional external data modalities such as content, to generate explanations.

1.1 Problem Statement

Matrix Factorization (MF) is one of the most widely used state of the art techniques in Machine learning, where it is mainly used for representation learning. MF has also been successfully used in Collaborative Filtering (CF) recommender systems to predict missing ratings. Unfortunately, like all black box machine learning models, MF is unable to explain its outputs. Hence, while predictions from a Matrix Factorization-based recommender system tend to be highly accurate, it is generally impossible for the user to understand the reasons behind a recommendation.

Our aim is to design an explainable recommendation system whose predictions can be explained using only the data that was used as input to learn the model, and no additional data, hence ensuring transparency. In addition, we aim for a method that can incorporate explainability scores from the Neighbor Style Explanation (NSE) because this style has been previously validated when used to explain the outputs of CF recommendation systems [6], [7], [5] and [8]. Thus, it is out of the scope of this study to demonstrate that this explanation style is effective to users in promoting explanations. Instead, what we aim to achieve is a model for recommendations that is able to generate explainable recommendations without
Finally, by explainable, we mean that the top recommendations should have higher Explainability scores. The latter can be measured using metrics such as Mean Explainability Precision (MEP) [5].

1.2 Research Contributions

1. We propose a new Cosine-based explainable Matrix Factorization model (CEMF) that incorporates a user-neighborhood explanation matrix (NSE) [4,7] along with the cosine distance in the objective function to assist in explaining its predictions. This model overcomes the drawback of the Euclidean distance metric in higher dimensions. We chose to use the NSE explainability scores because (1) they rely on the same data (namely rating data and not any external data) that is used as input to learn the recommendation model, thus ensuring the transparency of explanations, and (2) they have been previously validated in user studies that found the explanation scores to be correlated with user satisfaction [4].

2. We assess the accuracy and explainability of our method based on several evaluation metrics such as the RMSE, MAP, nDCG and MEP.

3. We define a new explainability metric that considers the list of explainable items in the top-n recommendation as well as the true ranks of the items according to the scores for each user in the test set. We call this metric MEP-TR, which is an acronym for Mean Explainability Precision with true rating.

4. The proposed model can recommend more diverse items in its top-n recommendations because it tends to be less popularity biased.

1.3 Research Questions

The research questions that we attempt to answer, in relation to the contributions above, can be stated as:
1. Do the CEMF recommendations have higher explainability than the baseline methods?
2. Is the CEMF model more accurate than the baseline methods?
3. Do the CEMF recommendations have less popularity bias than the baseline methods?
4. Do CEMF recommendations recommend "simultaneously" more accurate and explainable items in its top-n list?

1.4 Document Organization

The rest of this document is organized as follows. Chapter 2 reviews the related work and background on recommender systems and explanations. Chapter 3 presents our proposed Cosine-based Explainable Matrix Factorization model for Collaborative Filtering. Chapter 4 presents the experimental results. Finally, Chapter 5 concludes the dissertation.
CHAPTER 2

LITERATURE REVIEW

Over the past few decades, there has been an increase in the amount of information and number of users on the Internet. Online services such as Facebook, Netflix, Spotify, LinkedIn, Amazon have changed the way users communicate with them. This led to the necessity of relying on data filtering tools that discover or suggest relevant and personalized items to the users.

Recommender systems (RS) offer valuable means to assist users by providing them with personalized services to cope with information overload. They recommend relevant or interesting items in different domains such as music, movies, books, travel recommendation. In addition, recommender systems can add business value to online service providers by increasing the number of cross-sells and up-sells [9]. Recommender systems strive to estimate the level of interest of a user in a particular item and then recommend to the user the most interesting items. The user’s interest level can be in the form of scalar, binary or unary responses [10].

This chapter will review the fundamental concepts and relevant background including latent factor and recent neural network models used for recommendation systems. We also review the background on explainable recommendation systems.

2.1 Recommendation Systems

The main purpose of recommender systems is to recommend relevant items to users. Therefore, the recommendation problem can be defined as follows [11]:

Let $U$ be the set of all users and $I$ be the set of all items, where $m$ and $n$ are the number of users and items, respectively. The set of ratings recorded in the system is denoted
by \( R \), and \( S \) is the set of possible values for a rating. When a user \( u \in U \) rates an item \( i \in I \), the rating is represented by the notation \( r_{ui} \). The goal is to learn a function \( f : U \times I \rightarrow S \), where \( S \) predicts the rating of an item for a user.

The main types of recommender systems are collaborative filtering, content-based filtering and hybrid methods. The key idea is to build a user-item matrix and then match users with similar interests by computing the similarities.

### 2.1.1 Content-based Filtering

Content-based filtering is based on the similarity between the items or users which is usually calculated by considering their associated features. A tangible example is when a user has given a high rating to a movie that falls into a thriller genre, then the system learns to generate recommendations from the same movie genre. Therefore, it is assumed that content for each item is available.

The main advantage of these approaches is that they have the potential to generate new items recommendation even if the users have not rated any items. In other words, the model does not require to have additional information or data about other users since the recommendations are user independent. In addition, the system is more transparent because the model’s reasoning or explanation is based on the item’s content. However, recommender systems that are based solely on content may suffer from the problems of limited content. This is because they are dependent on the rich description of items. Over-specialization \([12,13]\) is another challenge that content-based filtering approaches can face. This means that these systems tend to recommend items very similar to what users have already liked or purchased in the past. Therefore, the model is not capable of expanding on the users’ existing interests.

### 2.1.2 Collaborative Filtering

Collaborative Filtering (CF) is the most well-known recommendation \([14,15]\). Unlike content based filtering, in CF, information gathered by users’ interests or behavior towards
items is used to produce recommendations [15]. The key idea in predicting user’s preferences is to allow users to collaborate with one another. In other words, this approach considers the ratings of not only user $u$ but also other users in the system.

Collaborative Filtering techniques overcome some of the challenges of content-based approaches. For example, CF improves the quality of a recommendation by taking the peer opinions into account instead of using the contents of the items. This can also be helpful when the contents of items is not available or difficult to obtain.

The two fundamental issues with CF methods are: i) data sparsity [16] and ii) cold start problem [17, 18]. Data sparsity is defined as having insufficient rating data which occurs when users rate a very limited portion of available items. As a result, a sparse user-item rating matrix is created. This lack of sufficient ratings or feedback data can prevent CF models to find users with similar preferences. The cold start problem refers to a situation in which it is difficult to generate accurate recommendations due to the presence of new items or users.

In general, CF algorithms are categorized into two groups: memory-based and model-based methods:

- **Memory-based Methods**: These methods are categorized as user-based or item-based, thus use the rating matrix to measure the similarity between users or items. In these approaches, the ratings of items given by users are directly used to predict ratings for new items [19]. These systems employ statistical approaches to search out a group of users that have a common history with the target user [20]. Typical examples are neighborhood-based CF (item-based/user-based CF algorithms with pearson/vector cosine correlation) and item-based/user-based top-$n$ recommendations. In memory-based Collaborative Filtering approaches, the steps required to recommend items to users are to calculate similarities between users, find the nearest neighbors, predict ratings, rank all items based on ratings and finally recommend items to users [19]. Similar to the user-based Collaborative Filtering, the following steps are required in item-based Collaborative Filtering: Calculate similarities between items, find closest
item neighbors for the target item, Predict ratings for the target item [19].

The main advantage of these approaches is the easy implementation. However, the main shortcoming is that they are dependent on human ratings and also the accuracy of the model is not satisfactory when the data is sparse [21].

In the memory-based method, neighborhood-based approaches have shown a promising result in predicting ratings by considering users whose ratings are similar to the target user, or items that are similar to the target item. [14]. The goal of recommendation systems can be described as, given a user \( u \) and item \( i \), determine the most likely rating \( r_{ui} \). Neighborhood methods compute the weighted average ratings differently. Some examples are listed below:

**Pearson Correlation (PC):** The similarity \( PC_{u,v} \) between two users \( u \) and \( v \) is measured as follows [10]:

\[
PC(u, v) = \frac{\sum_{i \in I}(r_{ui} - \bar{r}_u)(r_{vi} - \bar{r}_v)}{\sqrt{\sum_{i \in I}(r_{ui} - \bar{r}_u)^2 \sum_{i \in I}(r_{vi} - \bar{r}_v)^2}} \tag{2.1}
\]

where the \( i \in I \) is the set of items that both users \( u \) and \( v \) have rated and \( \bar{r}_u \) is the average rating of the co-rated items of user \( v \).

Likewise, to compute the similarity between items \( i \) and \( j \) using pearson correlation, the following computation is performed [14]:

\[
PC(i, j) = \frac{\sum_{u \in U}(r_{ui} - \bar{r}_i)(r_{uj} - \bar{r}_j)}{\sqrt{\sum_{u \in U}(r_{ui} - \bar{r}_i)^2 \sum_{u \in U}(r_{uj} - \bar{r}_j)^2}} \tag{2.2}
\]

where \( r_{ui} \) is the rating that user \( u \) has given to item \( i \), \( \bar{r}_i \) is the average rating of item \( i \) by all those users.

**Cosine Similarity:** Cosine similarity which is also known as vector-based similarity is defined as a similarity between two items or users with all of their ratings and the angle between these two vectors. User ratings can be shown as an n-dimensional
vector, and the similarity between users is achieved through the user’s rating vector angle. For instance, The cosine similarity between two users $u$ and $v$ is computed using the following formula [14]:

$$\cos(u, v) = \frac{\sum_{i \in I_{uv}} r_{u,i} r_{v,i}}{\sqrt{\sum_{i \in I_u} r_{ui}^2 \sum_{i \in I_v} r_{vi}^2}}$$ \hspace{1cm} (2.3)

where $I_{uv}$ is the set of items that both users $u$ and $v$ have rated, $r_{u,i}$ and $r_{v,i}$ are ratings that user $u$ and $v$ have given to an item $i$, respectively. Similarly, the cosine similarity between two items $j$ and $k$ is as follows [14]:

$$\cos(j, k) = \frac{\sum_{u \in U} r_{u,j} r_{u,k}}{\sqrt{\sum_{u \in U} r_{uj}^2 \sum_{u \in U} r_{uk}^2}}$$ \hspace{1cm} (2.4)

where $U$ is the set of users that rated both items $j$ and $k$, and $r_{u,j}$ and $r_{u,k}$ are the ratings that user $u$ has given to items $j$ and $k$.

**Nearest Neighbors:** k-Nearest Neighbors (kNN) uses the existing data to find clusters of similar users. In this method, the top $k$ neighbors that have the closest similarity to the target user are selected. The main drawbacks of kNN in the recommender system domain are low scalability [22] and vulnerability to high levels of sparsity [23]

- **Model-based Methods:** This approach makes predictions by training the user ratings. In other words, the user ratings is used to learn low dimensional factors of users and items. [24, 25]. A few examples of model-based CFs include the cluster-based CF [26], Bayesian Classifiers [27], rule-based approaches [28] and Matrix Factorization model (MF) [2]. Among these methods, MF has become the popular choice. In MF model, a low rank representation of the rating matrix is learned which is in turn used to predict new ratings between users and items. MF can also be formu-
lated from a probabilistic perspective which is known as Probabilistic Matrix Factorization (PMF) [29]. In general, the model-based CFs deal quite well with sparsity. However, they are often time-consuming to build or update.

2.1.3 Hybrid Recommendation

To overcome certain limitations of CF and content-based methods, hybrid recommendation approaches are used [30]. These models are based on the combination of two or more recommendation models (e.g. content and collaborative filtering techniques) to benefit from their complementary advantages. For instance, to overcome the sparsity and high dimensionality problem, a hybrid model was developed in [31]. They proposed a neighbor user finding approach which is derived from the clustering method. In this approach, different sub-spaces of rated items for different categories such as Interested, Neither Interested Nor Uninterested, and Uninterested are extracted. They also proposed a new similarity method to compute the similarity value. Another hybrid recommendation model proposed in [32] is based on Matrix Factorization approach which uses the hypergraph topological theory to take contextual information, user features, features, and similarities of ratings from users into account.

2.2 Related Work in Recommender Systems (Non-Neural Latent Factor-Based Approaches)

2.2.1 Matrix Factorization (MF)

Ratings in Recommender Systems are often placed in a matrix in which one dimension represents users and the other represents items. This matrix is often sparse due to the high portion of missing values. The main two purposes of matrix factorization for Recommender Systems are to discover the underlying latent features and to predict missing values of the matrix. The key idea is to take the original matrix $R$, and decompose it into two smaller matrices $P$ and $Q$ that approximate the original one when multiplied together [2]:

$$R_{u \times i} \approx P_{u \times k} Q_{i \times k}^T$$
$k$ is the number of hidden factors which is also the hyperparameter of the model. Considering user-item rating predictions, the $u^{th}$ row of $P$, denoted by $p_u$ is the feature vector for the $u^{th}$ user. Similarly, the $i^{th}$ row of $Q$, denoted by $q_i$ is the feature vector for the $i^{th}$ item. $p_u q_i^T$ describes the interaction between user $u$ and item $i$.

To learn the feature vectors ($p_u$ and $q_i$), the following objective function must be minimized [2]:

$$
\sum_{(u,i) \in R} (r_{ui} - P_u Q_i^T)^2 + \lambda(||p_u||^2 + ||q_i||^2) \tag{2.5}
$$

where $R$ is the set of user-item pairs. The algorithm learns the model by fitting the previously known values which is observed ratings in this case. In order to avoid overfitting, the hyperparameter $\lambda$ is used to control the effect of regularization [33]. This value is usually determined by cross-validation.

### 2.2.2 Probabilistic Matrix Factorization (PMF)

PMF is based on the probability theory which assumes Gaussian noise on the ratings data [29,34]. Given the feature vectors for users and items, the conditional distribution over the corresponding ratings was defined as follows [29,35]:

$$
p(R|P, Q, \sigma^2) = \prod_{u=1}^m \prod_{i=1}^n [N(R_{ui}|P_u^T Q_i, \sigma^2)]^{I_{ui}} \tag{2.6}
$$

where $P$ and $Q$ are the latent user and item feature matrices, and $R_{ui}$ is the rating value of user $u$ for item $i$, $P_u$ and $Q_i$ denote the user and item specific latent feature vectors, respectively.

The prior distributions over $P$ and $Q$ are given by [29]:

$$
p(P|\sigma^2_P) = \prod_{u=1}^m N(P_u|0, \sigma^2_P I) \tag{2.7}
$$
\[ p(Q|\sigma_Q^2) = \prod_{i=1}^{n} N(Q_i|0,\sigma_Q^2 I) \]  

(2.8)

where \( I_{ui} \) is an indicator variable and is equal to 1 if user \( u \) rated item \( i \) and 0 otherwise, and \( N(x|\mu,\sigma^2) \) is the Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \).

### 2.2.3 Generalized Matrix Factorization (GMF)

A variant of matrix factorization was proposed in [36]. In their proposed method, they assume that the user latent vector \( p_u \) be \( P^Tv_U^U \) and the item latent vector \( q_i \) be \( Q^Tv_i^I \). They define the mapping function as follows:

\[(p_u, q_i) = p_u \odot q_i \]  

(2.9)

where \( \odot \) denotes the element-wise product of vectors. They also project the vector to the output layer:

\[ y_{ui} = a_{out}(h^T(p_u \odot q_i)) \]  

(2.10)

where \( a_{out} \) and \( h \) denote the activation function and edge weights of the output layer, respectively. They also discuss that if they consider the activation function to be the identity function and \( h \) to be a uniform vector of 1, the MF model is recovered. In their proposed method, they used the sigmoid function as the activation function and learned \( h \) from data with the log loss. The sigmoid function is defined by the following formula:

\[ \sigma(x) = 1/(1 + e^{-x}) \]  

(2.11)

### 2.2.4 Singular Value Decomposition (SVD)

Sarwar et al. [37], used Singular Value Decomposition (SVD) to improve the performance of recommender systems. This method is well-established in the field of Information Retrieval [38] to examine the dimensionality reduction problem.
In the context of collaborative filtering, matrix $R_{m \times n}$ which is the rating matrix can be factored into three pieces $U$, $\Sigma$, and $V^T$. The matrix $U$ and $V$ are two orthogonal matrices of size $m \times k$ and $k \times n$, respectively where $k$ is the rank of the matrix $R$. $\Sigma$ is a diagonal matrix of size $k \times k$ containing the singular values of the matrix $R$. $U$ and $V$ are also called as left-singular vectors and right-singular vectors of $R$, where $U$ and $V$ are equivalent to $RR^T$ and $R^TR$, respectively [39].

2.3 Related Work in Recommender Systems (Neural Approaches)

Neural Networks (NN) and deep learning (DL) have increasingly become popular to train machines to learn information which in turn enables the machine to accurately predict an output. One of the areas that NNs and DL models have gained attraction is in recommender systems. These networks are capable of modelling the non-linearity (depending on the activation function) in data. Traditional methods such as Matrix Factorization are linear models in which the user and item latent factors are linearly combined to build the user-item interaction [40]. The following section explains some of the neural network architectures used in recommender systems.

2.3.1 Multi-Layer Perceptron (MLP)

The first and simplest form of a fully connected neural network is the Multi-Layer Perceptron model (MLP) [41]. It is a feed-forward network with one or more hidden layers between the input and output layer. In the context of recommender systems, [42] proposed a wide and deep learning for App recommendation in which the deep component utilizes MLP on feature embeddings and a wide component is a linear transformation on input features. Similarly, [36] devised a framework that combined MLP with MF. In their architecture, the role of the MLP is to learn interactions between users and items.
### 2.3.2 Autoencoder (AE)

Recently, a growing body of research has involved using autoencoders for collaborative filtering. An Autoencoder is a family of neural networks which is trained to reconstruct the input. This reconstruction is obtained at the output layer by using the representation learned in the hidden layer. The network consists of two parts: i) an encoder ii) a decoder. The encoder and decoder may each have a deep architecture which consists of multiple hidden layers. It is worth noting that the output layer has the same dimension or number of neurons as the input layer. Traditionally, the goals of autoencoders were to reduce dimensionality or learn latent features [43].

In a general form, the input $r$ is encoded to a hidden layer representation $h$, where the encoder function is $h = f(r)$. The decoder then produces the reconstruction $r'$ using the function $r' = g(h)$. In other words, $x'$ represents the reconstruction of the input $r$. The general architecture is presented in figure 2.1:

![Figure 2.1: Structure of Autoencoders](image)

In [44], an autoencoder model for collaborative filtering was devised to predict movie ratings. AutoRec [45] is another autoencoder based recommender system model which considers only user ($r^u$) or item ($r^i$) partially observed ratings as input, and attempts to reconstruct them in the output layer. They developed two variants of the model since it takes either user or item rating vectors as inputs. The U-AutoRec model takes a set of user vectors as inputs, whereas the I-AutoRec's inputs are a set of item vectors. Figure 2.2 illustrates the architecture of the AutoRec and their model worked as follows:

Given a hidden layer, the encoder section of an Autoencoder takes the ratings data
The hidden or latent representation is given by

$$ h = \sigma(W_1.r + b) $$

where $\sigma$ is the activation function - in this case the sigmoid function ($\frac{1}{1+e^{-x}}$), $W_1$ is a weight matrix, and $b$ is a bias vector.

The decoder maps the latent representation $h$ into a reconstruction output $\hat{r}$ given by

$$ \hat{r} = \sigma'(W_2.h + b') $$

where $\sigma'$ is an activation function - in this case Identity. The goal of the Autoencoder is to minimize the reconstruction error by minimizing a reconstruction loss function as follows

$$ \min \sum_u \| r^i - \hat{r}^i \|_O^2 + \frac{\lambda}{2}(\| W_1 \|_F^2 + \| W_2 \|_F^2) $$
where $\lambda$ is the regularization term coefficient, and $||.||$ is the Frobenius norm. Also, $||.||_O^2$ indicated that only observed ratings are considered. It is worth noting that the U-AutoRec model can be defined in a similar way.

Another work proposed by [46] made use of autoencoder for user or item based model which only supports side information for either users or items. Their model achieved a good performance and could overcome the cold start problem. In a different work, Strub and Mary [47] proposed a Stacked Denoising AutoEncoders neural network (SDAE) with sparse inputs for recommender systems. Wu et al. [48] introduced the Collaborative Denoising Auto-Encoder (CDAE) which has one hidden layer that encodes a latent vector for the user. Zhang et al. [49] developed an Autoencoder model which learns feature representations from side information to improve recommendations.

### 2.3.3 Restricted Boltzmann Machines (RBM)

Neural Networks (NN) have increasingly become popular to train machines to learn information which in turn enables the machine to accurately predict an output. One of the areas that NNs have gained attraction is in recommender systems. These networks are capable of modelling the non-linearity (depending on the activation function) in data. Traditional methods such as Matrix Factorization are linear models in which the user and item latent factors are linearly combined to build the user-item interaction [40]. An example of such model in collaborative filtering is Restricted Boltzmann Machines (RBM).

RBM is a bipartite graphical model that consists of a visible and a hidden layer [50]. As shown in Figure 2.3 Each layer in this two layered neural architecture is composed of a number of nodes called units and there is no connection between units of the same layer. Let $v$ and $h$ be the visible and output units, respectively. Then $W$ is the weights between these two units. Since RBM is an energy-based model, The energy is computed as follows [51]:

$$E(v, h) = -\sum_{i=1}^{n} \sum_{j=1}^{m} v_j h_i W_{ij} - \sum_{i=1}^{n} b_i h_i - \sum_{j=1}^{m} \mu_j v_j$$  \hspace{1cm} (2.15)

where $m$ and $n$ are the number of visible and hidden units, respectively. $W_{ij}$ is the
weight between $h_i$ and $v_j$; and $\mu_j$ and $b_i$ are biases for visible and hidden units, respectively. The conditional probabilities for hidden and visible units are defined as follows [51]:

\[
p(v_j = 1|h) = \sigma(\mu_j + \sum_{i=1}^{n} h_i W_{ij}) \tag{2.16}
\]

\[
p(h_i = 1|v) = \sigma(i + \sum_{j=1}^{m} v_j W_{ij}) \tag{2.17}
\]

where $\sigma(x)$ is the logistic function.

### 2.4 Evaluation of Recommender Systems

The evaluation of recommender systems is generally performed in two ways [6]: i) offline evaluation and ii) online evaluation. In an offline evaluation, part of the data is used as a training set to build the model, and the rest is used as a test set to test the prediction regarding users’ tastes. This method does not involve real user interaction, and thus it is an inexpensive approach [52]. In contract, an online evaluation requires participation of real users on real tasks. It is the most desirable testing method but can be costly [53].

### 2.5 Explanations for Recommender Systems

Most research in the RS area has focused on developing and evaluating a model that can efficiently compute recommendations. However, the ability to effectively explain why a recommendation is given to a user is another important aspect of a RS. In a definition
given by [7], the main contribution of explanation is to give an opportunity to users to make more informed and accurate decisions rather than to promote recommendations. Building an explanation facilitates recommender systems to benefit users by removing the Black Box form with no given insight to users. Some of the benefits of why recommender systems should provide an explanation can be summarized below:

**Justification:** which contributes to the user’s understanding of the logic behind a recommendation so as to make a decision about a particular recommendation [54].

**Efficiency:** Explanation can help users make a quick decision on the recommended items. This can be improved by allowing a user to make a comparison between competing choices [55, 56]. For instance, in the domain of smart phones, competing options are "Battery-Life and price".

**Satisfaction:** Good explanation can increase user’s satisfaction or acceptance. The availability of longer descriptions of an item can have a positive impact on the usefulness of the recommender system [57]

**Trust:** In studies conducted by [57,58], it has been shown that trust can increase the chance of users returning to recommender systems. An explanation does not compensate for a poor recommendation, but it can help the user understand why a bad recommendation has been offered [59].

**Persuasiveness:** Persuasion measures the likelihood of a user purchasing an item with the presence and absence of explanation facility. A persuasive explanation can also influence previous evaluations of an item [59,60].

**Transparency:** Greater visibility and interactivity with the system can help user
satisfaction, build confidence in users and improve performance. It is also worth noting that transparency can be linked to accuracy [59].

2.5.1 Explanation Styles

Most recommender systems are black boxes that do not explain the reasoning behind a particular item recommendation [61]. Thus, the only way that a user can evaluate the quality of a recommendation is to purchase or experience the item. However, the goal of a good recommender system is not to just promote an item to a user, but to increase the user’s satisfaction.

The ability of a recommender system to explain the reasoning of its recommendation and making it more transparent can increase user’s acceptance and trust. So far, several recommender systems offer explanation [62,63]. The three different explanation styles studied by [7] are listed below:

Keyword Style Explanation (KSE): Keyword Style Explanation (KSE) is a common technique used to explain content-based recommendations. KSE looks for the strongest match between the content of an item and a user. For instance, LIBRA (Learning Intelligent Book Recommending Agent), a content-based system designed by [7], gives the user the option of clicking on the explain column to see where the keyword came from. It basically shows the number of occurrence of the word and its strength.

Billsus and Pazzani [63], also designed a news agent that used a keyword style explanation approach which synthesizes speech to read news stories to a user. They explored the use of “concept feedback” to build explanations for its recommendations. They constructed their explanation based on a short-term or long-term model of the user’s tastes.

Symeonidis, et al. [54] proposed a movie recommender systems called MoviExplain, which gives the user the ability to check the reasoning behind an explanation. The accuracy of their system was measured using precision and recall.
**Neighbor Style Explanation (NSE):** A user may be curious to know how his/her neighbors have rated a recommended item. This can be achieved by computing a neighbors' ratings for the recommended item and group them into three different categories: Bad (ratings 1 and 2), Neutral (rating 3), and Good (ratings 4 and 5) [7]. Herlocker et al. [61], used the same approach and found it to give the promising result from the stand point of promotion. In contrast, the KSE and ISE introduced in [1, 7] perform better from a satisfaction perspective.

**Influence Style Explanation (ISE):** A table of rated items by the user is presented [1, 7]. As opposed to KSE or NSE, ISE does not rely on the underlying recommendation algorithm. It computes the content influence and collaborative influence score separately and then average the two. In order for the result to be interpretable by the user, they set a fixed range of $[-100, 100]$ for the final influence.

In addition to the above-mentioned explanation styles, a few other explanation styles were discussed in [64] that are listed below:

**Collaborative-based Explanation Style:** In the Collaborative-based Explanation style, similar users are found based on their ratings and the most common format for this style is "Customers Who Bought This Item Also Bought ...". In other words, we can say that this type of explanation is based on similar neighbors.

**Content-based Style Explanation:** It focuses on each user’s behaviour by considering item features that a user has rated. In other words, the similarity of items is computed. For instance, tag preference for a target user is a form of content-based explanation.

**Case-Based Reasoning Style Explanation (CBR):** This explanation style eliminates the features of items and instead focuses on the similar items used to make recom-
mendation. Basically, it computes the similarity between recommended items. It is worth noting that these items are considered as cases.

**Knowledge and Utility-based Style Explanation:** In this style, the input is the information about user’s interests. Then, the recommender system will find a match based on user’s tastes and preferences. There is an overlap between this style, Cased-based Reasoning and the content-based style.

**Demographic Style Explanation:** In this style, the input to the recommender system is the demographic information of the user. Then, the recommendation algorithm finds users that are demographically similar to the target user.

### 2.5.2 Recent Works in Explainable Latent Factor Models

Recently, Abdollahi and Nasraoui [5] proposed an Explainable Matrix Factorization based Collaborative Filtering technique.

As discussed in Section 2.2.1, given a feedback matrix $\mathbf{R} \in \mathbb{R}^{m \times n}$, where $m$ and $n$ are the number of users and items, respectively, the goal of the Matrix Factorization model is to learn the user latent embedding matrix $\mathbf{P}$ and item latent matrix $\mathbf{Q}$ so as to generate the predicted ratings. We can assume that $R_{u,i}$ represents the rating of user $u$ for item $i$. To make a recommendation for user $u$, the recommender system needs to predict missing values of the $u$-th row of the rating matrix $\mathbf{R}$. Learning the latent factors can be achieved by computing the dot product $\mathbf{P} \mathbf{Q}^T$ which is the approximation of the rating matrix $\mathbf{R}$.

The objective function used in Matrix Factorization is the minimization of the regularized squared distance [2]

$$
\min \sum_{(u,i \in R)} (r_{ui} - p_u q_i^T)^2 + \frac{\lambda}{2} (||p_u||^2 + ||q_i||^2) + \frac{\beta}{2} ||p_u - q_i||^2 W_{ui} \tag{2.18}
$$

where $R$ is the set of user-item pairs. In Explainable Matrix Factorization (EMF) [5],
an explainability constraint/regularizer is added to the Matrix Factorization (MF) objective function with the goal of enforcing the user and item latent vectors to be close to each other if item $i$ is explainable to user $u$. The objective function is as follows:

$$\min \sum_{(u,i) \in R} (r_{ui} - p_uq_i^T)^2 + \lambda(||p_u||^2 + ||q_i||^2) + \beta||p_u - q_i||^2W_{ui}$$  \hspace{0.5cm} (2.19)

They presented two neighbor-based explanation methods: NSE (Neighbor Based Style Explanation) which is user-based and considers the active user’s neighbors in the latent space. ISE (Influence Style Explanation) which is item-based and uses the recommended item’s neighbors in the latent space. This approach is the same as the NSE but instead of computing the similarity between users, the similarity between the neighboring items is calculated. To compute the explainability of an item for a user, they considered a bipartite graph $G = (V, E)$, where $V$ denotes the set of users $U$ and item $I$, and $E$ is the edge between a user $u \in U$ and an item $i \in I$. They computed the explainability of item $i$ for user $u$, as follows [1]:

$$W_{u,i} = \begin{cases} Expl_{u,i}, & \text{if } Expl_{u,i} \geq \theta \\ 0, & \text{otherwise} \end{cases} \hspace{0.5cm} (2.20)$$

where $\theta$ denotes a threshold above which item $i$ is explainable for user $u$.

Another recent work from same authors [5] proposed similar method that uses Restricted Boltzmann Machines (RBM). They added an additional visible layer, $m$ with $n$ nodes, where $n$ denotes the number of items. Each node has a value between 0 and 1 which defines the explainability score of an item to the user. The probability distributions were defined as follows:

$$p(h_j = 1|v, m) = \sigma(a_i + \sum_{i=1}^{n} v_iW_{ij} + \sum_{i=1}^{n} m_iD_{ij})$$  \hspace{0.5cm} (2.21)
where $a$, $b$, and $c$ are biases, $f$ and $n$ are the number of hidden and visible units, respectively. $W$ and $D$ are the weights.

An explainable model was proposed by [65] which uses L-1 norm as a soft explainability constraint. The authors also added novelty to the objective function. Their model considers both novelty and explainability in the Matrix Factorization. They mentioned that Euclidean distance (L2 norm) adds a much higher weight to the outliers by squaring the difference, which is unfair and can dominate smaller weights for normal data points. However, since Manhattan distance (L1 norm) has a constant magnitude for the gradient, it minimizes errors equally.

The above-mentioned works use only ratings as their input. Apart from ratings, another proposed model [8] incorporates Knowledge-based Graphs (KG) and semantic inferences to build an accurate and explainable recommendation system using Matrix Factorization (MF).

2.5.3 Explanation Metrics

In the literature, a few metrics have been introduced to measure the quality of explanation and they are listed below:

1. **Mean Explainability Precision (MEP):** [1] defined a mean explainability precision metric. It is defined as a fraction of explainable items in the top-n list for a user $u$.

   \[ xP = \frac{|\{i : i \in top - n, Exp_{u,i} > \theta\}|}{|top - n|} \]  
   \[ (2.24) \]
where mean $xP$ can be achieved by taking the average of all the values of $xP$

2. **Mean Explainability Recall (MER):** The explainability recall metric is defined as follow [1]:

$$xR = \frac{|\{i: i \in top - n, Exp_{u,i} > \theta\}|}{|Exp_{u,i} > \theta|} \quad (2.25)$$

3. **Explainability F-score:** This metric can be computed by combining $xP$ and $xR$. $x_{Fscore}$ is the harmonic mean of $xP$ and $xR$ [1].

$$x_{F-score} = 2\left(\frac{xP \cdot xR}{xP + xR}\right) \quad (2.26)$$

2.6 **Summary**

In this chapter, we reviewed the fundamentals of recommender system approaches. We formally defined recommendation problems and discussed some of the commonly used techniques such as content-based, collaborative filtering, and latent factor methods. We also reviewed some of the explanation techniques used in this field. In the next chapter, we present our proposed model for Cosine-based Explainable Matrix Factorization.
CHAPTER 3

PROPOSED WORK

3.1 Introduction

Over the last few years, there has been a surge of interest in adding explanation to the black-box machine learning models used in recommendation systems. In particular, Matrix Factorization (MF) is a simple but powerful model to generate accurate recommendations but lacks explanation and transparency [66]. In general, while black-box models are more accurate but less interpretable or explainable, white box models can easily produce explainable results but they are less powerful in terms of achieving higher accuracy. For instance, linear regression or decision tree models are less accurate but more explainable [67]. We tackle this problem by generating explainable predictions in the top-n recommendations by adding a new explainable soft constraint to the matrix factorization objective function. In addition, our proposed method incorporates explainability scores from the Neighbor Style Explanation (NSE) that was previously validated in [6], [7], [5] and [8]. Thus, it is out of the scope of this study to demonstrate that this explanation style is effective to users in promoting explanations. Instead, what we aim to achieve is a model for recommendations that is able to generate explainable recommendations without sacrificing its accuracy.

In this chapter, we propose a methodology to build a Cosine-based Explainable Matrix Factorization (CEMF) model. In Section 3.2, we discuss the motivation for our model. In Section 3.3 we present our proposed model and discuss a desirable feature that is a by-product of our method, namely reduced bias toward popular items. In Section, 3.4, we discuss the explanation scores used in this work. In Section 3.5, we analyze the popularity bias impact of explainability term on predicted ratings. Finally, we summarize the chapter in Section 3.6.
3.2 Motivation

Explainable Matrix Factorization (EMF) [5] is a state of the art explainable Matrix Factorization algorithm that uses the Euclidean distance in formulating a soft explainability penalty or constraint that is key to the explainability of the model. The disadvantages of the Euclidean distance are as follows:

- The L-2 norm (Euclidean distance) only considers the magnitude or the length. In other words, it measures the distance between the two vectors’ end points.

- The Euclidean distance weighs all dimensions equally [68] and in general, it is not a desirable metric for high-dimensional spaces due to the curse of dimensionality [69,70].

In order to overcome the above-mentioned problems, we propose a new explainability penalty term that relies on the Cosine based distance between the user and item’s latent features. This is because the Cosine similarity is scale invariant as it computes the angle between two vectors. In other words, it is insensitive to the scaling with respect to the origin. In addition, it gives more weight to dimensions having high values (peaks in histogram) and is more robust against the “curse of dimensionality” [69].

3.3 Proposed Objective Function for Cosine-based Explanation in Matrix Factorization

To understand the role of the Cosine metric, we can assume that if the norm of $p_u$ is small, then the user $u$ has shown little interest in most of the items, and if the norm of $q_i$ is a small value, then the item $i$ is less popular among the users. The same applies to this scenario where the value for $||p_u||$ is high which means the user $u$ has shown more interest in most items and if $||q_i||$ is high, then the item $i$ is more popular. These are all global information that are carried with the norm of either $||p_u||$ or $||q_i||$. The role of the Cosine metric is to find the pairwise interaction between users and items. For example, if the value of $\cos(p_u, q_i)$ is small, then this means that user $u$ does not like the latent features
TABLE 3.1: Summary of Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>user latent embedding matrix</td>
</tr>
<tr>
<td>$Q$</td>
<td>item latent embedding matrix</td>
</tr>
<tr>
<td>$U_{j,x}$</td>
<td>set of users given rating $x$ to item $j$</td>
</tr>
<tr>
<td>$R^{test}$</td>
<td>ratings in the test set</td>
</tr>
<tr>
<td>$W$</td>
<td>explainability matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>rating matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>set of user-item pairs</td>
</tr>
<tr>
<td>$N_u$</td>
<td>set of users who are most similar to user $u$</td>
</tr>
<tr>
<td>$r_{ui}$</td>
<td>rating that user $u$ has given to item $i$</td>
</tr>
<tr>
<td>$W_{ui}$</td>
<td>explainability matrix of user $u$ and item $i$</td>
</tr>
</tbody>
</table>

Recall from Section 2.5.2 that the explainability soft constraint in the objective function for EMF used the L-2 norm as shown in Equation 3.1.

$$
\min \sum_{(u,i) \in R} (r_{ui} - p_u q_i^T)^2 + \frac{\lambda}{2} (||p_u||^2 + ||q_i||^2) + \frac{\beta}{2} ||p_u - q_i||^2 W_{ui}
$$

(3.1)

where $R$ is the set of user-item pairs. As discussed in Section 3.2, there are known issues with the Euclidean distance metric. To overcome these limitations, we replace the L-2 norm used in the last term of the objective function in Equation 3.2 by the Cosine-based distance. For clarity, all notations used in this chapter are summarized in Table 3.1.
\[
\min \sum_{(u,i \in R)} (r_{u,i} - p_u q_i^T)^2 + \frac{\beta}{2} (||p_u|| + ||q_i||)^2 + \frac{\lambda}{2} (1 - \cos(p_u, q_i))^2 W_{ui} \tag{3.2}
\]

where \( \cos(p_u, q_i) \) is given by

\[
\cos(p_u, q_i) = \frac{p_u \cdot q_i^T}{||p_u|| ||q_i||} \tag{3.3}
\]

To minimize the objective function, we use stochastic gradient descent [71].

In order to obtain the gradients of the objective function with respect to the latent factors, we first obtain the derivatives of \( \cos(p_u, q_i) \) with respect to \( p_u \) and \( q_i \). These are shown in Equation 3.4 and Equation 3.5:

\[
\frac{\partial \cos(p_u, q_i)}{\partial p_u} = \frac{\partial}{\partial p_u} \left( \frac{p_u \cdot q_i^T}{||p_u|| ||q_i||} \right) = \frac{q_i}{||p_u|| ||q_i||} - \frac{(p_u \cdot q_i^T) p_u}{||p_u||^3 ||q_i||} \tag{3.4}
\]

\[
\frac{\partial \cos(p_u, q_i)}{\partial q_i} = \frac{\partial}{\partial q_i} \left( \frac{p_u \cdot q_i^T}{||p_u|| ||q_i||} \right) = \frac{p_u}{||p_u||^3 ||q_i||} - \frac{(p_u \cdot q_i^T) q_i}{||q_i||^3 ||p_u||} \tag{3.5}
\]

This allows us to derive the following update equations for the latent factor vectors.

\[
p_u = (2(r_{u,i} - p_u q_i^T) q_i - \beta p_u - \lambda (1 - \frac{q_i}{||p_u|| ||q_i||} - \frac{(p_u \cdot q_i^T) p_u}{||p_u||^3 ||q_i||})) W_{ui} \tag{3.6}
\]

\[
q_i = (2(r_{i,j} - p_u q_i^T) p_u - \beta v_i - \lambda (1 - \frac{p_u}{||p_u||^3 ||q_i||} - \frac{(p_u \cdot q_i^T) q_i}{||q_i||^3 ||p_u||})) W_{ui} \tag{3.7}
\]

Algorithm 3.1 summarizes the steps of the Cosine-based Explainable Matrix Factorization (CEMF) method.

Figure 3.1, shows the convergence of both EMF and CEMF models. The first loss term is the regular matrix factorization objective function in Equation 3.2. The second term is the explainability soft constraint (term 3) in both models EMF and CEMF in Equation 3.1 and Equation 3.2, respectively, while the total loss is the total loss from the entire objective function in Equations 3.1 and 3.2.
Algorithm 3.1 Cosine-based Explainable Matrix Factorization (CEMF)

Input: Training set $R$, number of factors $h$, number of neighbors $N$. Output: Latent factor matrices: $P$ and $Q$

1. for each user $u$:
   (a) calculate the set of neighbors $N_u$ using the Cosine similarity
2. end for
3. for each user-item pair $(u, i)$:
   (a) calculate explainability score $W_{u,i}$ using Equation 3.10
4. end for
5. initialize latent factor matrices $P$ and $Q$
6. for each rating $r_{u,i}$ from the training set:
   (a) Calculate $p_u$ and $q_i$ using the update rule in Eq. 3.6 and 3.7
7. end for

As it is shown in Figure 3.1, we can see that like EMF, CEMF loss decreases with each iterations.
Figure 3.1: (a) First term loss vs number of iterations (b) Second term (Explainability) loss vs number of iterations (c) Total loss vs number of iterations. The loss for each term decreases with each iteration. This shows that the models are learning to predict the ratings, while encouraging the recommendation of explainable items.
3.4 Explanation Scores

We pre-compute the explanation scores offline based on a collaborative filtering neighborhood rationale. The nearest neighbors are determined based on the Cosine similarity. The explainability score for the NSE (Neighborhood Style Explanation) [4, 7, 61] is given by:

\[
\text{Exp.Score}_{(i,j)} = E(r_{i,j}|N_i) = \sum_{x \in X} x \times Pr(r_{i,j} = x | u \in N_i)
\] (3.8)

where

\[
Pr(r_{i,j} = x | N_i) = \frac{|N_i \cap U_{j,x}|}{|N_i|}
\] (3.9)

\(r_{i,j}\) is the rating user \(i\) gave to item \(j\), \(U_{j,x}\) is the set of users who have given the same rating \(x\) to item \(j\), and \(N_i\) is the set of neighbors for user \(i\).

The explainability matrix, \(W\), is a thresholded version of the neighborhood explanation scores [4], computed as follows:

\[
W_{u,i} = \begin{cases} 
\text{Exp.Score}_{(i,j)} & \text{if } \text{Exp.Score}_{(i,j)} > \theta \\
0 & \text{otherwise}
\end{cases}
\] (3.10)

where \(\theta\) is a user-defined threshold value to consider whether item \(j\) is explainable to user \(i\).

\(\text{Exp.Score}_{(i,j)}\) is the expected value calculated in Equation 3.8 and 3.9.

3.4.1 Rationale for the Explainability Scores

To evaluate and measure the user satisfaction for the NSE form of explanations, the authors in [1, 7, 61] performed user-studies. For example, in [1], they used an online application to recommend movies from the MovieLens dataset. They followed the same idea in [7, 61] and divided their pre-computed explainability scores into three categories of low, medium, and high explainability. The users were asked to rate at least 10 movies which allows the recommendation system to know users’ tastes. Then recommendations were
generated for each user with an explanation. An example of their explanation is shown in Figure 3.2. After that, users were asked to answer questions related to the explainability they received. Those who were shown explanations from the high group were more satisfied compared to those who were shown medium or low for their recommendations.

The explainability scores that are used in our model as additional inputs were thus previously validated in [1, 7, 61].

![Our explanation for this recommendation is:](image)

**Figure 3.2**: An example of NSE explanation from the user-study in [1]

### 3.5 Analysis of the Impact of the Explainability Term on Predicted Ratings and Popularity Bias

Popularity bias is one of the challenges that collaborative filtering recommender systems face [72]. Popularity bias happens when a recommender system recommends popular items and ignores the unpopular ones also known as “long-tail” items [73]. The popularity distribution of items and the Long Tail items in the MovieLens 100K data is shown in Figure 3.3. As shown, the number of items that are highly rated or the popular items are lower compared to the number of unpopular items.

To compare the popularity bias on the predicted ratings, we investigate the difference between the L-2 norm and Cosine distance in EMF and CEMF, respectively. We first
re-write the equations of the explainability penalty term for both L-2 norm and Cosine distances as shown in Equations 3.11 for EMF and 3.12 for CEMF

\[ \text{Exp- penalty(EMF)} = ||p_u - q_i||^2 W_{ui} = (||p_u||^2 + ||q_i||^2 - 2p_u \cdot q_i) W_{ui} \] (3.11)

\[ \text{Exp- penalty(CEMF)} = (1 - \cos(p_u, q_i))^2 W_{ui} = (1 - \frac{p_u \cdot q_i}{||p_u|| ||q_i||})^2 W_{ui} \] (3.12)

Let the Exp-penalty be denoted by \( E_{EMF} \) and \( E_{CEMF} \) for EMF and CEMF, respectively. We can re-write the above equations to extract the predicted ratings \( p_u \cdot q_i \) as follows:

\[ p_u \cdot q_i = \frac{1}{2} (||p_u||^2 + ||q_i||^2 - E_{EMF} W_{ui}) \] (3.13)

\[ p_u \cdot q_i = 1 - \sqrt{\frac{E_{CEMF} W_{ui}}{||p_u|| ||q_i||}} \] (3.14)

Figure 3.3: Popularity distribution of items in MovieLens 100K

As discussed in Section 3.2, it is expected for popular items to have higher norms. This is also the same when we have popular users or those who rated more items. In order to see the effect of popularity in our model, we identified the top 25 most and least popular
items denoted by MPI and LPI, respectively. These are items with either higher or lower $||q_i||$. We also selected the top 25 most and least popular users and denoted them by MPU and LPU, respectively. These are users with higher or lower $||p_u||$. For each of these users and items, we find their respective learned $p$ and $q$ from each model EMF and CEMF. We then use their average norm and apply the final values of the $p$ and $q$ in Equation 3.13 and Equation 3.14. We assume $W_{ui}$ to be a constant since we are interested in measuring the impact of popularity on the predicted ratings to compare the bias.

As seen in Figure 3.4a, the negative slope is expected for both models since the predicted ratings should decrease with higher explainability penalty. However, in CEMF the slope is significantly affected for the most popular user-items. Thus, the predicted ratings fall more sharply for more popular items that are not explainable. In the case of CEMF, the predicted ratings fall sharply if the popular item is not explainable for a popular user, meaning that the bias is reduced. Recall that when the explainability penalty for a popular item is high, the item is less explainable, and as expected, this results in a lower predicted rating. When the popular item has a lower explainability penalty, then this means that the item is more explainable and as expected its predicted rating is higher.

By comparing the two models, we can see that EMF predicts a higher rating for most popular items compared to the least popular items. The predicted rating decreases with the explainability penalty until it reaches an explainability penalty close to 0.6, where the predicted rating is almost 0 for both models. This is expected as non-explainable items are discouraged from being recommended. However, CEMF results in a predicted rating of 0 for both least and most popular items while EMF yields drastically different ratings.

We also looked at the effect of Explainability penalty on the users who are not among the most or least popular users and in our case, we call them Medium users (MEDU). We found $p_u$ for the EMF and CEMF models considering the 25 medium users, then took the average of $||p_u||$. Then, we used the obtained $||p_u||$ and the $||q_i||$ from both most popular (MPI) and least popular items (LPI) in Equation 3.13 and Equation 3.14. Figure 3.4b
shows the same trend as in the previous scenario Figure 3.4a indicating less bias towards most popular items for CEMF compared to EMF.

This shows that in contrast to EMF, CEMF treats both least popular and most popular items that are not explainable (i.e, with very high explainability penalty) the same. Like EMF, CEMF remains biased towards most popular items (albeit less than that of EMF) and this bias is pronounced if the items are highly explainable (i.e., they have low explainability penalty). As the explainability term increases and items become less explainable, however, the popularity bias decreases gradually, until it vanishes completely for non-explainable items. This reveals an interesting impact of explainability on popularity bias in both EMF and CEMF. However, for CEMF, this bias vanishes for non-explainable items. This is a desirable feature because in a nutshell, it imposes a high cost on popular items to be favoured in being recommended, namely that they have to be explainable.
Figure 3.4: (a) Prediction vs. Explainability penalty for most popular items (MPI) and least popular items (LPI)/ Most popular users (MPU) and least popular users (LPU) (b) Prediction vs. Explainability penalty for medium users (MEDU) and most popular items (MPI)/least popular items (LPI). CEMF yields a reduced bias towards popular items compared to EMF.
3.6 Summary

In this chapter, we proposed a novel explainable matrix factorization framework based on the cosine distance in the penalty term. We discussed the rationale and motivation for our approach to build an explainable recommendation model and also showed that it succeeds to reduce popularity bias. In the next chapter, we present experiments that will evaluate our method and compare it with other baseline models.
CHAPTER 4

EXPERIMENTAL EVALUATION

4.1 Introduction

In this chapter, we give a brief description of the data and metrics used to evaluate our model. Then, we present and analyze the experimental evaluation of the Cosine-based Explainable Matrix Factorization method presented in Chapter 3 by comparing it with baseline models in terms of accuracy, explainability and popularity bias.

4.2 Data and Experimental Setting

We compared CEMF with three competitive baseline models that are all in the same family of techniques. Matrix Factorization (MF) [2] and Generalized Matrix Factorization (GMF) [36] are two state of the art non-explainable recommendation models, while Explainable Matrix Factorization (EMF) [5] is a state of the art explainable recommendation model. We tested all models on the MovieLens benchmark data. This dataset consists of 100K ratings on a scale of 1-5, given by 943 users to 1682 movies, where each user has rated at least 20 movies. It is worth noting that the dataset sparsity is about 93.695%. The rating data was randomly split into 90% training and 10% testing subsets and the ratings were normalized between 0 and 1. For tuning the hyper-parameters, we split the training set into 80% training and 10% validation. We used grid-search and 5-fold cross validation for hyper-parameter tuning. The hyper-parameters were chosen separately for each algorithm based on the lowest RMSE value. After tuning, the hyper-parameters are as follows: the number of hidden units = 5, the learning rate $\alpha = 0.001$, the regularizer $\beta = 0.001$, the explainability coefficient $\lambda = 0.3$, batch size = 256, and we use the Adams optimizer in SGD. After learning the hyper-parameters, we train the model on the entire training set.
which includes both the training and validation set. Finally, we evaluate our model on the left-out test set.

4.3 Research Questions

Our experiments attempt to answer the three research questions, listed below, along with their respective hypotheses.

- **Research Question 1:** Do the CEMF recommendations have higher explainability than the baseline methods?

  **Hypothesis** Our hypothesis can be stated as follows: Recommending an item using the CEMF model has higher explanation in its top-n recommendation when compared with other Matrix Factorization models.

  **The Null Hypothesis:** The mean Explainability Precision metric performance of Cosine-based Explainable Matrix Factorization (CEMF) is less than or equal to the competitive baseline models used in this research.

  **The Alternate Hypothesis:** The mean Explainability Precision performance of the CEMF model will be better than that of the baseline methods used in this research.

- **Research Question 2:** Is the CEMF model more accurate than the baseline methods?

  **Hypothesis** Our hypothesis can be stated as follows: Recommending an item using the CEMF model is more accurate when compared with other Matrix Factorization
models.

**The Null Hypothesis:** The mean performance of Cosine-based Explainable Matrix Factorization (CEMF) in terms of accuracy metrics RMSE, MAP or nDCG is less than or equal to the competitive baseline models used in this research.

**The Alternate Hypothesis:** The mean performance of the CEMF model in terms of accuracy metrics RMSE, MAP or nDCG will be better than that of the baseline methods used in this research.

- **Research Question 3:** Do the CEMF recommendations have less popularity bias than the baseline methods?

**Hypothesis** Our hypothesis can be stated as follows: The CEMF model has higher popularity bias in its top-n recommendation list when compared with other Matrix Factorization models.

**The Null Hypothesis:** The mean Diversity metric of Cosine-based Explainable Matrix Factorization (CEMF) is less than or equal to the competitive baseline models used in this research when considering the popularity bias.

**The Alternate Hypothesis:** The mean Diversity metric of the CEMF model will be better than that of the baseline methods used in this research when considering the popularity bias.

- **Research Question 4:** Do CEMF recommendations recommend "simultaneously" more accurate and explainable items in its top-n list?
Hypothesis Our hypothesis can be stated as follows: Recommending an item using the CEMF model is more accurate and explainable at the same time when compared with other Matrix Factorization models.

The Null Hypothesis: The mean performance of Cosine-based Explainable Matrix Factorization (CEMF) in terms of the metric, MEP-TR is less than or equal to the competitive baseline models used in this research.

The Alternate Hypothesis: The mean performance of the CEMF model in terms of the metric, MEP-TR will be better than that of the baseline methods used in this research.

4.4 Metrics and Evaluation on Test Data

4.4.1 Evaluating the Accuracy of the Model

To assess the rating prediction accuracy in all the baseline models and the Cosine-based Explainable Matrix Factorization method (CEMF), we compute three different metrics:

- RMSE measures the reconstruction error or rating prediction.
- MAP emphasizes the top of the recommendation list when checking for accurate recommendations.
- nDCG explicitly evaluates the accuracy of the ranking of the top n recommended items.

Hence the three metrics, RMSE, MAP and nDCG, can be considered as increasingly demanding metrics for validating the relevance of the recommendation lists.

First, we compute the Root Mean Squared Error ($RMSE$), shown in Eq. 4.1
\[ RMSE = \sqrt{\frac{1}{|R_{test}|} \sum (r_{i,j} - \hat{r}_{i,j})^2} \]  

(4.1)

where \(|R_{test}|\) is the total number of ratings in the test set, \(r_{i,j}\) is the true rating and \(\hat{r}_{i,j}\) is the predicted rating for user \(i\) and item \(j\).

To study the effect of the explainability coefficient, number of neighbors and number of hidden factors on the RMSE result, in each experiment we varied one parameter, while fixing all the other parameters. Figures 4.1a, 4.1b, and 4.1c show the RMSE results vs. the number of hidden factors, number of neighbors and explainability coefficient, respectively. As shown in Figure 4.1a and 4.1b, as we increase the number of hidden factors and number of neighbors, CEMF does not change much in terms of RMSE and remains lower than the baseline methods. Also, as we vary the explainability coefficient, the lowest RMSE for CEMF is achieved when the explainability coefficient is 0.3 (Figure 4.1c).

We also performed a significance test on the results of our method, as shown in Table 4.1. CEMF’s superior accuracy result is statistically significant at p-value < 0.05. In order to perform the t-test, we ran each experiment 10 times using the initial tuned hyper-parameters and compared the mean performance metrics of each model with that of CEMF.

### TABLE 4.1
RMSE significance test results. Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>1.16e-07</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>7.71e-05</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>1.68e-05</td>
</tr>
</tbody>
</table>
Figure 4.1: (a) RMSE vs. number of hidden factors (b) RMSE vs. number of neighbors (c) RMSE vs. explainability coefficient $\lambda$. 
To evaluate the top-n recommendation relevance, we compute the Mean Average Precision (MAP@10) using Eq. (10).

\[
MAP@n = \frac{1}{|I|} \sum_{i=1}^{|I|} \frac{1}{m} \sum_{n=1}^{N} P_u(n) \cdot rel_u(n)
\]  

(4.2)

where \( m \) is the number of relevant items for user \( i \), \( n \) is the top-n recommended items and \( n \) is 10 in our case, \( P \) is the precision of the model and \( rel_i(n) \) is a binary value, which is either 0 or 1 that determines whether an item is relevant to user \( i \) or not.

To study the effect of the number of hidden factors and neighborhood size (used for generating the Explainability Matrix (W)), we varied both values and measured the resulting MAP@10 as shown in Figure 4.2. In terms of the number of neighbors and explainability coefficient, there is a drastic drop for EMF as the value of these parameters increase. MF and GMF are steady because there is no number of neighbors or explainability term defined in their objective function. In general, MAP@10 has a more consistent performance in CEMF compared with the baseline models.

In terms of MAP@10, as shown in Table 4.2, the improvement in performance in CEMF when compared with the baseline methods, was only significant when compared with MF and GMF. However, it was not statistically significant when compared with EMF.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>0.0065</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>0.5696</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>5.75e-09</td>
</tr>
</tbody>
</table>

TABLE 4.2

MAP@10 significance test results. Bold indicates significantly better performance.
Figure 4.2: (a) MAP vs. number of hidden factors (b) MAP vs. number of neighbors (c) MAP vs. explainability coefficient $\lambda$. 
Finally, we compute the Normalized Discounted Cumulative Gain (nDCG@10) [74] which assigns higher scores to the items in the top ranks, and is given by:

\[
nDCG@n = Z_n \sum_{j=1}^{N} \frac{2^{r_j} - 1}{\log_2 j + 1}
\]

(4.3)

where \(Z_n\) is a normalizer to ensure that the perfect ranking has a value of 1; \(r_j\) is the graded relevance of item at position \(j\).

TABLE 4.3

nDCG significance test results. Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>0.0011</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>0.1012</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>9.61e-09</td>
</tr>
</tbody>
</table>
Figure 4.3: (a) nDCG vs. number of hidden factors (b) nDCG vs. number of neighbors (c) nDCG vs. explainability coefficient $\lambda$. 
4.4.2 Evaluating the Explainability of the Model

We compute two metrics, MEP and MEP-TR to evaluate explainability. Evaluating both accuracy and explainability can be achieved by looking at both MEP (4.4) and MAP (4.2) at the same time. MEP-TR (4.5) has the advantage of taking into account accuracy at the same time as explainability, as will be shown below.

The Mean Explainability Precision (MEP) proposed in [5], measures the number of explainable items in the top-n recommended list and is computed as follows:

Let $L_{rec}^u$ be the top-n recommended list for user $u$ and $L_{exp}^u$ be the set of explainable items for user $u$.

$$MEP@n = \frac{1}{|U|} \sum_{u \in U} \frac{|L_{exp} \cap L_{rec}|}{|L_{rec}|}$$ (4.4)

where $L_{exp}$ is the set of explainable items for user $u$, $L_{rec}$ is the set of items in the top-n recommendation list for user $u$, $|L_{exp} \cap L_{rec}|$ is the number of explainable items present in the top-n recommendation list for user $u$, and $|U|$ is the number of users in the test-set.

As shown in (4.4), the MEP metric only considers the number of explainable items in the top-n recommendation without taking into account whether those items are actually liked by the user. To overcome this drawback, we defined another metric called MEP-TR which considers if the set of items in the top-n recommendations appear in the ground truth rank test set for each user. We call this metric MEP-TR and computed it as follows:

$$MEP - TR@n = \frac{1}{|U|} \sum_{u \in U} \frac{|L_{exp} \cap L_{rec} \cap L_{TrueRank}|}{|L_{rec}|}$$ (4.5)

where $L_{TrueRank}$ refers to the set of items that are ranked in top-n in the ground truth data.

In Figure 4.4, we investigate the effect of the explainability threshold in Equation 3.10 on the explainability metric MEP for the top 10 recommended items by varying the number
TABLE 4.4

MEP@10 significance test results (Explainability Threshold $\theta > 0.1$). Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>3.57e-09</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>7.00e-12</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>0.0050</td>
</tr>
</tbody>
</table>

TABLE 4.5

MEP@10 significance test results (Explainability Threshold $\theta > 0.4$). Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>4.06e-09</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>5.62e-17</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>0.003</td>
</tr>
</tbody>
</table>

of neighbors. We can see that while CEMF maintains its higher explainability in comparison with the baseline models, the explainability decreases for all methods as we impose more restrictions (higher threshold) on the explainability score. This happens because a higher threshold reduces the number of explainable items relative to a user (resulting in more zeros in the explainability matrix $W$). Table 4.4 and Table 4.5 show the significance test of CEMF compared with the baseline models, where we used the explainability threshold of 0.1 and 0.4 for all models, respectively. As shown, MEP in CEMF is statistically significant at p-value < 0.05. CEMF’s improvement in MEP is higher and even more significant for higher explainability threshold. Therefore, we can say that the mean performance of CEMF is better than the mean performance of the baseline methods using the MEP metric.

Figure 4.5 shows MEP-TR for the top 10 recommended items by varying the number of neighbors for different explainability thresholds. As shown in Figure 4.5a, there is an overlap between EMF and CEMF when the explainability threshold is greater than 0. However, the difference between these two models becomes significant as we restrict the threshold and CEMF starts performing better and recommending more explainable items.
Figure 4.4: MEP vs number of neighbors (a) $(\theta > 0)$, (b) $(\theta > 0.1)$, (c) $(\theta > 0.2)$, (d) $(\theta > 0.4)$. CEMF’s performance gain increases for very highly explainable recommendations. Hence its recommendations lists contain a greater proportion of highly explainable items ($\theta > 0.4$).

in its top 10 recommendations. MEP-TR for CEMF is also higher when compared with MF and GMF.

Also, notice that the value for MEP-TR is always lower compared with MEP and this is because MEP-TR considers the true rank as well as the explainability of the item in the top-n recommendation.

Table 4.6 and Table 4.7 show the significance test of CEMF compared with the baseline models, where we used the explainability threshold of 0.1 and 0.4 for all models, respectively. As shown, MEP-TR in CEMF is statistically significant at the p-value < 0.05.
CEMF’s improvement in MEP is higher and even more significant for higher explainability threshold. Therefore, we can say that the mean performance of CEMF is better than the mean performance of the baseline methods using the MEP-TR metric.

TABLE 4.6
MEP-TR@10 significance test results (Explainability Threshold > 0.1). Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>2.23e-09</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>3.79e-06</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>0.00096</td>
</tr>
</tbody>
</table>

TABLE 4.7
MEP-TR@10 significance test results (Explainability Threshold > 0.4). Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>1.03e-09</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>1.87e-14</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>8.61e-11</td>
</tr>
</tbody>
</table>
Figure 4.5: MEP-TR vs number of neighbors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$). CEMF’s performance gain increases for very highly explainable recommendations. Hence its recommendations lists contain a greater proportion of highly explainable items ($\theta > 0.4$).
Figure 4.6 shows MEP for various numbers of hidden factors and with different explainability threshold. As can be seen, CEMF model maintains its higher explainability in comparison with the baseline models. In addition, as the explainability threshold increases, the explainability score increases too. This confirms that the Cosine-based distance metric can handle the higher dimensions better.

Figure 4.6: MEP vs number of hidden factors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$). CEMF’s performance gain increases for very highly explainable recommendations. Hence its recommendations lists contain a greater proportion of highly explainable items ($\theta > 0.4$).
Figure 4.7 shows MEP-TR by varying the number of hidden factors for different explainability thresholds. As it can be seen, CEMF model maintains its higher explainability in comparison with the baseline models. In addition, as the explainability threshold increases, the the explainability score increases too. This is because Cosine-based distance metric can handle the higher dimensions better.

Figure 4.7: MEP-TR vs number of hidden factors (a) ($\theta > 0$), (b) ($\theta > 0.1$), (c) ($\theta > 0.2$), (d) ($\theta > 0.4$).

4.5 Measuring Recommendation Diversity

In addition, we looked at the number of unpopular or novel items that were in the top-n recommendations for each model. The probability that the user $u$ has observed item $i$ [75] is given by
\[ P_{ui} = \frac{N_i}{N_U} \]  

(4.6)

where \( N_i \) represents how many times item \( i \) has been rated and \( N_U \) denotes the total number of users.

Given a popularity threshold \( \theta_p \) shown in Equation 4.7 [75], we counted the number of unpopular items in the set \( D_u \) for each user \( u \) in the top-\( n \) recommendation. Then, we computed the average of this count across all users [75] as given by Equation 4.8.

\[ D_u = \{ i \in \text{top} - n : P_{u,i} < \theta_p \} \]  

(4.7)

\[ \text{Diversity} = \frac{1}{U} \sum_{u \in U} |D_u| \]  

(4.8)

Figure 4.8 shows the Diversity for the top-25 popular users who has given more ratings to items, by varying the popularity threshold. As we can see, the number of unpopular or diverse items recommended to the users in their top-10 recommendation is higher for CEMF.

![Figure 4.8: Diversity for the top-10 recommendation vs. the popularity threshold for CEMF and EMF.](image)

Table 4.8 shows the significance test p-values of CEMF’s diversity compared with
other baseline models. We used the popularity threshold of 0.08 for all models. As shown, Diversity in CEMF is statistically significant at p-value < 0.05 when compared with EMF and GMF. Therefore, we conclude that the mean performance of CEMF is better than the mean performance of the baseline methods in terms of the Diversity metric.

TABLE 4.8

Diversity significance test results for the Top-10 Recommendations (Popularity Threshold < 0.08). Bold indicates significantly better performance.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Model 2</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>CEMF</td>
<td>0.80</td>
</tr>
<tr>
<td>EMF</td>
<td>CEMF</td>
<td>0.03</td>
</tr>
<tr>
<td>GMF</td>
<td>CEMF</td>
<td>0.007</td>
</tr>
</tbody>
</table>

4.6 Examples

In this section, we show some actual examples of the Neighbor Style Explanation for two randomly selected sample users, denoted as Sample User A and Sample User B. For each user, we show the sample user’s top-5 rated movies, from the training set, and the movies recommended to the user using the Cosine-based Explainable Matrix Factorization (CEMF) and the Explainable Matrix Factorization models (EMF). We consider a user to like a movie if the rating is 3 or above, on a scale of 1-5.

Table 4.9 shows the top-5 movies rated by Sample user A, from the training data. Table 4.10 and 4.11 show the top-5 recommendations for the MF and GMF models, respectively. Table 4.12 and 4.13 show the top-5 recommended movies from the CEMF and EMF models. The NSE explanations for CEMF and EMF are shown in Figure 4.12 and 4.13, respectively. Note that MF and GMF are not explainable and there is no explanation available for them. We also show a checkmark symbol (✓) under the Diversity column if the item’s popularity is below the threshold of 0.08. This threshold was chosen based on the distribution of the popularity threshold, shown in Figure 4.9. We are interested in the unpopular items or those with popularity below the 25th percentile based on this box-plot.
Figure 4.9: Popularity distribution box-plot

TABLE 4.9

Top-5 movies rated by Sample user A, from the training data.

<table>
<thead>
<tr>
<th>Top Rated Movies - Genre</th>
</tr>
</thead>
<tbody>
<tr>
<td>It Happened One Night (1934) - Comedy</td>
</tr>
<tr>
<td>Sting, The (1973) - Comedy/Crime</td>
</tr>
<tr>
<td>Babe (1995) - Children’s/Comedy/Drama</td>
</tr>
<tr>
<td>Shining, The (1980) - Horror</td>
</tr>
<tr>
<td>Bridge on the River Kwai, The (1957) - Drama/War</td>
</tr>
</tbody>
</table>

57
TABLE 4.10

Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (MF Model). **MF has no explanations. Unpopular items have popularity below 0.08.**

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halloween: The Curse of Michael Myers (1995) - Horror/Thriller</td>
<td>-</td>
</tr>
<tr>
<td>Die xue shuang xiong (Killer, The) (1989) - Action/Thriller</td>
<td>-</td>
</tr>
<tr>
<td>Cinderella (1950) - Animation/Children/Musical</td>
<td>-</td>
</tr>
<tr>
<td>Amityville Curse, The (1990) - Musical</td>
<td>-</td>
</tr>
<tr>
<td>Sabrina (1954) - Comedy/Romance</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE 4.11

Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (GMF Model). **GMF has no explanations. Unpopular items have popularity below 0.08.**

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>American in Paris, An (1951) - Musical/Romance</td>
<td>✓</td>
</tr>
<tr>
<td>Good, The Bad and The Ugly, The (1966) - Action/Western</td>
<td>-</td>
</tr>
<tr>
<td>Army of Darkness (1993) - Action/Adventure/Comedy/Horror/Sci-Fi</td>
<td>-</td>
</tr>
<tr>
<td>Gone with the Wind (1939) - Drama/Romance/War</td>
<td>-</td>
</tr>
<tr>
<td>Annie Hall (1977) - Comedy/Romance</td>
<td>-</td>
</tr>
</tbody>
</table>
TABLE 4.12

Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (CEMF Model). The explanations are shown in Figure 4.10. Unpopular items have popularity below 0.08.

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Explanation</th>
<th>Expl. Score</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pollyanna (1960)</td>
<td>6% of users who share your interests liked this movie</td>
<td>0.075</td>
<td>✓</td>
</tr>
<tr>
<td>- Children's/Comedy/Drama</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Die xue shuang xiong (Killer, The) (1989)</td>
<td>24% of users who share your interests liked this movie</td>
<td>0.200</td>
<td>-</td>
</tr>
<tr>
<td>- Action/Thriller</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sabrina (1954)</td>
<td>34% of users who share your interests liked this movie</td>
<td>0.345</td>
<td>-</td>
</tr>
<tr>
<td>- Comedy/Romance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Halloween: The Curse of Michael Myers (1995)</td>
<td>8% of users who share your interests liked this movie</td>
<td>0.085</td>
<td>-</td>
</tr>
<tr>
<td>- Horror/Thriller</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pump Up the Volume (1990)</td>
<td>42% of users who share your interests liked this movie</td>
<td>0.405</td>
<td>✓</td>
</tr>
<tr>
<td>- Drama</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE 4.13

Top-5 recommended items for Sample User A. Movies are ranked in descending order of ratings (EMF Model) The explanations are shown in Figure 4.11. Unpopular items have popularity below 0.08.

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Explanation</th>
<th>Expl. Score</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halloween: The Curse of Michael Myers (1995) - Horror/Thriller</td>
<td>8% of users who share your interests liked this movie</td>
<td>0.085</td>
<td>-</td>
</tr>
<tr>
<td>Casino (1995) - Drama</td>
<td>8% of users who share your interests liked this movie</td>
<td>0.075</td>
<td>-</td>
</tr>
<tr>
<td>Die xue shuang xiong (Killer, The) (1989) - Action/Thriller</td>
<td>24% of users who share your interests liked this movie</td>
<td>0.200</td>
<td>-</td>
</tr>
<tr>
<td>Abyss, The (1989) - Action/Adventure/Sci-Fi/Thriller</td>
<td>20% of users who share your interests liked this movie</td>
<td>0.185</td>
<td>✓</td>
</tr>
<tr>
<td>Sabrina (1954) - Comedy/Romance</td>
<td>34% of users who share your interests liked this movie</td>
<td>0.345</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 4.10: NSE Explanation for movies recommended to Sample User A based on Table 4.12 using CEMF model. The movies are shown in the order of their recommendations from (a)-(e).
Figure 4.11: NSE Explanation for movies recommended to Sample User A based on Table 4.13 using EMF model. The movies are shown in the order of their recommendations from (a)-(e).
Table 4.14 shows the top-5 movies rated by Sample user B, from the training data. Table 4.10 and 4.11 show the top-5 recommendations for the MF and GMF models.

Table 4.17 and 4.18 shows the top-5 recommended movies for the CEMF model and EMF model, respectively. The NSE explanations for CEMF and EMF are shown in a visual format in Figure 4.17 and 4.18, respectively. MF and GMF are not explainable and there is no explanation available for them.

As shown in Table 4.17 and 4.18, there is more explanation evidence (higher percentages of similar users who like the recommended items) in CEMF than in EMF, for the top-5 recommendations. In general, explanations could provide additional evidence to scrutinize possible biases and missing data and the explanations can possibly unveil issues by scrutinizing the model. For instance, The second and the fourth movies recommended to the sample user in the top-5 recommendations for the EMF models are low. This is also true for the fifth recommended item in the CEMF model.

TABLE 4.14

Top-5 movies rated by Sample user B, from the training data.

<table>
<thead>
<tr>
<th>Top Rated Movies - Genre</th>
</tr>
</thead>
<tbody>
<tr>
<td>English Patient, The (1996) - Drama/Romance/War</td>
</tr>
<tr>
<td>2001: A Space Odyssey (1968) - Drama/Mystery/Sci-Fi/Thriller</td>
</tr>
<tr>
<td>Apollo 13 (1995) - Action/Drama/Thriller</td>
</tr>
<tr>
<td>Monty Python and the Holy Grail (1974) - Comedy</td>
</tr>
<tr>
<td>They Made Me a Criminal (1939) - Crime/Drama</td>
</tr>
</tbody>
</table>
### TABLE 4.15

Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (MF Model). **MF has no explanations. Unpopular items have popularity below 0.08.**

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three Colors: Red (1994) - Drama</td>
<td>-</td>
</tr>
<tr>
<td>Three Colors: White (1994) - Drama</td>
<td>-</td>
</tr>
<tr>
<td>Killing Fields, The (1984) - Drama/War</td>
<td>-</td>
</tr>
<tr>
<td>Glengarry Glen Ross (1992) - Drama</td>
<td>-</td>
</tr>
<tr>
<td>Thin Man, The (1934) - Mystery</td>
<td>-</td>
</tr>
</tbody>
</table>

### TABLE 4.16

Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (GMF Model). **GMF has no explanations. Unpopular items have popularity below 0.08.**

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jerry Maguire (1996) - Drama/Romance</td>
<td>✓</td>
</tr>
<tr>
<td>Mrs. Doubtfire (1993) - Comedy</td>
<td>-</td>
</tr>
<tr>
<td>Star Trek: The Wrath of Khan (1982) - Action/Adventure/Sci-Fi</td>
<td>-</td>
</tr>
<tr>
<td>Jurassic Park (1993) - Action/Adventure/Sci-Fi</td>
<td>-</td>
</tr>
<tr>
<td>Three Colors: Red (1994) - Drama</td>
<td>-</td>
</tr>
</tbody>
</table>
TABLE 4.17

Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (CEMF Model). The explanations are shown in Figure 4.12. Unpopular items have popularity below 0.08.

<table>
<thead>
<tr>
<th>Top Recommended Movies-Genre</th>
<th>Explanation</th>
<th>Expl. Score</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shining, The (1980) - Horror</td>
<td>38% of users who share your interests liked this movie</td>
<td>0.450</td>
<td>-</td>
</tr>
<tr>
<td>Butch Cassidy and the Sundance Kid (1969) - Action/Comedy/Western</td>
<td>56% of users who share your interests liked this movie</td>
<td>0.600</td>
<td>-</td>
</tr>
<tr>
<td>Vertigo (1958) - Mystery/Thriller</td>
<td>80% of users who share your interests liked this movie</td>
<td>0.615</td>
<td>✓</td>
</tr>
<tr>
<td>Bliss (1997) - Drama/Romance</td>
<td>66% of users who share your interests liked this movie</td>
<td>0.570</td>
<td>✓</td>
</tr>
<tr>
<td>Three Colors: Red (1994) - Drama</td>
<td>24% of users who share your interests liked this movie</td>
<td>0.230</td>
<td>-</td>
</tr>
</tbody>
</table>
TABLE 4.18

Top-5 recommended items for Sample User B. Movies are ranked in descending order of ratings (EMF Model). The explanations are shown in Figure 4.13. Unpopular items have popularity below 0.08.

<table>
<thead>
<tr>
<th>Top Recommended Movies - Genre</th>
<th>Explanation</th>
<th>Expl. Score</th>
<th>Diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Three Colors: Red (1994) - Drama</td>
<td>24% of users who share your interests liked this movie</td>
<td>0.230</td>
<td>-</td>
</tr>
<tr>
<td>Three Colors: White (1994) - Drama</td>
<td>14% of users who share your interests liked this movie</td>
<td>0.105</td>
<td>-</td>
</tr>
<tr>
<td>Butch Cassidy and the Sundance Kid (1969) - Action/Comedy/Western</td>
<td>38% of users who share your interests liked this movie</td>
<td>0.600</td>
<td>-</td>
</tr>
<tr>
<td>Adventures of Pinocchio, The (1996) - Adventure/Children’s</td>
<td>68% of users who share your interests liked this movie</td>
<td>0.010</td>
<td>-</td>
</tr>
<tr>
<td>Shining, The (1980) - Horror</td>
<td>0% of users who share your interests liked this movie</td>
<td>0.450</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 4.12: NSE explanations for movies recommended to Sample user B based on Table 4.17 using CEMF. The movies are shown in the order of their recommendations from (a)-(e).
Figure 4.13: NSE explanations for movies recommended to Sample user B based on Table 4.18 using EMF. The movies are shown in the order of their recommendations from (a)-(e).
4.7 Analysis of Results

Based on the results, our proposed method (CEMF) can recommend more explainable items in the top-n recommendation considering both the MEP and MEP-TR metrics. In terms of the RMSE metric, CEMF has the lowest error. The significance tests also show that CEMF’s better performance was significant at p-value < 0.05 for MEP, MEP-TR, and RMSE for all methods. It was also significant for nDCG@10 and MAP@10 when compared with MF and GMF.

Tables 4.19 and 4.20 show the results of comparing CEMF with the baseline models on the test data. The best results are shown in bold.

### TABLE 4.19

Results on the test data. The best results are in Bold.

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
<th>nDCG</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>0.2326 ± 0.0005</td>
<td>0.8950 ± 0.0011</td>
<td>0.8451 ± 0.0012</td>
</tr>
<tr>
<td>EMF</td>
<td>0.2314 ± 0.0001</td>
<td>0.8962 ± 0.0007</td>
<td>0.8464 ± 0.0006</td>
</tr>
<tr>
<td>CEMF</td>
<td><strong>0.2308 ± 0.0003</strong></td>
<td><strong>0.8968 ± 0.0008</strong></td>
<td><strong>0.8466 ± 0.0008</strong></td>
</tr>
<tr>
<td>GMF</td>
<td>0.2353 ± 0.0017</td>
<td>0.8887 ± 0.0017</td>
<td>0.8372 ± 0.0019</td>
</tr>
</tbody>
</table>

### TABLE 4.20

Results on the test data. The best results are in Bold (θ > 0.1).

<table>
<thead>
<tr>
<th>Models</th>
<th>MEP</th>
<th>MEP-TR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>0.7714 ± 0.0018</td>
<td>0.6632 ± 0.0017</td>
</tr>
<tr>
<td>EMF</td>
<td>0.7772 ± 0.0007</td>
<td>0.6693 ± 0.0012</td>
</tr>
<tr>
<td>CEMF</td>
<td><strong>0.7825 ± 0.0005</strong></td>
<td><strong>0.6724 ± 0.0007</strong></td>
</tr>
<tr>
<td>GMF</td>
<td>0.7594 ± 0.0198</td>
<td>0.6465 ± 0.0257</td>
</tr>
</tbody>
</table>
TABLE 4.21

Results on the test data. The best results are in Bold ($\theta > 0.4$).

<table>
<thead>
<tr>
<th>Models</th>
<th>MEP</th>
<th>MEP-TR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MF</td>
<td>0.23517 ± 0.0031</td>
<td>0.20617 ± 0.0019</td>
</tr>
<tr>
<td>EMF</td>
<td>0.24416 ± 0.0008</td>
<td>0.2122 ± 0.0006</td>
</tr>
<tr>
<td>CEMF</td>
<td><strong>0.25498 ± 0.0006</strong></td>
<td><strong>0.21871 ± 0.0006</strong></td>
</tr>
<tr>
<td>GMF</td>
<td>0.22345 ± 0.025</td>
<td>0.19572 ± 0.019</td>
</tr>
</tbody>
</table>
4.8 Summary

In this chapter, we presented experimental results to evaluate the proposed CEMF method. We compared our approach to the baseline methods EMF [5], MF [2] and Generalized Matrix Factorization (GMF) [36]. Our proposed method showed improvements in terms of accuracy and explainability. Apart from the explainability metric that was previously proposed by [5], we used a new explainability metric called MEP-TR which adds more restriction to find the number of recommended items that are explainable by also considering their ground truth rank. We also showed that the CEMF model can recommend more diverse (unpopular) items in the top-n recommendation.

Our experiments helped to answer the following questions:

1. Do the CEMF recommendations have higher explainability than the baseline methods?
2. Is the CEMF model more accurate than the baseline methods?
3. Do the CEMF recommendations have less popularity bias than the baseline methods?
4. Do CEMF recommendations recommend ”simultaneously” more accurate and explainable items in its top-n list?

Our statistical analysis shows that CEMF’s performance metrics were favorable (higher), with a significance level that is below the cut-off value of 0.05, for the explainability, diversity, and accuracy metrics, particularly compared to the most competitive (because it is also explainable) comparable (because it is also latent-factor based) baseline, EMF. Therefore, we reject the null-hypothesis in favor of the alternative hypothesis and conclude that CEMF has a significant performance advantage in terms of explainability, accuracy and diversity.
CHAPTER 5

CONCLUSION

Many accurate models in Collaborative Filtering recommendation systems are black-boxes and there is a lack of transparency in the model’s predictions. In attempting to overcome the concern about the opacity of black box models, we proposed a Cosine-based Explainable Matrix Factorization model (CEMF) which incorporates the cosine distance in the explainability penalty term. The model is more explainable and by explanation, we mean that the top recommendations have higher Explainability scores where Explainability scores are measured according to the NSE style. The NSE explainability style has been validated in [4, 7, 61]. The Explainability scores were also previously validated in user studies that found them correlated with user satisfaction with explanations [4].

We compared our results with three competitive baseline models that are all in the same family of latent factor techniques. Matrix Factorization (MF) and Generalized MatrixFactorization (GMF) are two state of the art non-explainable recommendations, while Explainable Matrix Factorization (EMF) is a state of the art explainable recommendation technique.

We computed three different metrics to evaluate the accuracy and ranking of the model and two explainable metrics to evaluate the explainability of the model. In addition, we evaluated our proposed model using the diversity metric to see if the proposed model can recommend more diverse and unpopular items in its top-n recommendation. CEMF achieved a significantly improved explainability without compromising accuracy. In terms of explainability, at low explainability thresholds, it performed similarly to the other baseline models, whereas at higher thresholds, CEMF started gaining a significant advantage. This means that at higher thresholds, CEMF can recommend more explainable items in its top-n
recommendations. It is worth noting that we evaluated the model for each metric for a wide range of tested hyper-parameters, and there was no sacrifice in terms of MAP, RMSE and nDCG to pay for the increase in explainability of CEMF.

We performed the t-test for each metric to determine if there is a significant difference between the means of our proposed model and each of the baseline methods. The difference in MEP, MEP-TR and RMSE for CEMF and all baseline models was significant. The difference in MAP@10 and nDCG@10 for CEMF was significant when compared with MF and GMF.

In addition, recommender systems suffer from popularity bias, which means that the system recommends more popular items and ignores the unpopular ones. Apart from the explainability metric that was the main focus of this research, the CEMF model could recommend more diverse items in its top-10 recommendations compared with the EMF model. We also evaluated our proposed model in terms of diversity and the difference in diversity metric for the CEMF model was significant when compared with GMF and EMF. Although, this difference was not significant when the CEMF was compared with MF, MF is not an explainable model.

New avenues to explore in the future include:

1. Adding data from a different domain such as reviews. We used the collaborative filtering technique that uses only the ratings data. However, We would want to emphasize that this type of explanation may not be perfect for everyone and some users may expect to see more information about the content of the recommended items. For instance, information about the genre, actors or actresses. These type of information may hurt the transparency but may be appealing to some users.

2. Conducting online user studies to evaluate the user satisfaction. For instance, we can study if different users are satisfied with a reduction in popularity bias, as well as improved explainability.

3. Investigating additional explanation styles such as semantics used in [8]. For instance,
the explanations can be mined from the semantic knowledge graph about users, items and semantic attributes which can in turn overcome both the black-box and the cold-start issues in recommendation systems. In addition, users may have different explanation style preferences. Using tag-boosted techniques used in [76] can provide users with tag-based explanations that can be considered as an explanation style for each user’s top-n recommendation.
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