Applications of nuclear magnetic resonance spectroscopy: from drug discovery to protein structure and dynamics.

Mark Vincent C. dela Cerna

University of Louisville

Follow this and additional works at: https://ir.library.louisville.edu/etd

Part of the Biochemistry Commons, Molecular Biology Commons, Other Biochemistry, Biophysics, and Structural Biology Commons, and the Structural Biology Commons

Recommended Citation
Retrieved from https://ir.library.louisville.edu/etd/3946

This Doctoral Dissertation is brought to you for free and open access by ThinkIR: The University of Louisville's Institutional Repository. It has been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of ThinkIR: The University of Louisville's Institutional Repository. This title appears here courtesy of the author, who has retained all other copyrights. For more information, please contact thinkir@louisville.edu.
DEDICATION

To goals not yet attained.
To questions left unanswered.
To stories untold and voices unheard.

To Alicia.
To my mom, Chona.
To my brother, Richard.
To Rita and Junior.

Isigaw mo sa hangin,
tumindig at magsilbing liwanag, liwanag sa dilim
Harapin mong magiting ang bagong awitin
Ikaw ang **LIWANAG SA DILIM**
*(Liwanag sa Dilim, Rivermaya, 2005)*
ACKNOWLEDGEMENTS

“We’re all stories in the end. Just make it a good one, eh?
Cause it was, you know. It was the best.”
--Eleventh, Doctor Who

Ah, who am I kidding? This part is far from the best. Nonetheless, it is a chapter closed, and no doubt, made bearable by mentors, colleagues, friends, and family.

First, to my mentors: Donghan for allowing me to pursue my passions and interests, for showing me the 'behind the scenes' of an academic lab, and for giving me freedom to teach and mentor my own students while working on my PhD; Mike for teaching me 75% (my estimate!) of the NMR I know and for stepping in to be my mentor; Jessi for adopting me as a lab member (kinda), for showing me that excellent mentorship knows no distance, for showing her excitement for my victories, big or small, and for being the best collaborator in my short career so far.

To more mentors: Dungeng Peng for always wanting the best for me and for believing in me from the very beginning; Elias Fernandez for offering support during my stressful research transition; David Ban for pushing me into the deep end on my first project (analyzed RDCs before I ran my first HSQC!) and for my first beer in Louisville; Joe Burlison for making organic chemistry sound cool and for listening to my random rants; Brian Clem for helping us (Donghan, Mike, and I) navigate the ins-and-outs of the graduate program; Chi Li for exposing me to metabolism and allowing me to apply NMR to this field; Hassane Mchaourab for
giving me the confidence to dream big; Manuel Ascano for teaching me that it is 
okay to fail and that it is even better to fail fast; Walter Chazin for sharing the story 
of his own PhD journey which has since served as a motivation to succeed in mine. 

To the rest of my dissertation committee: Carolyn Klinge, Ying Li, and Corey 
Watson, for the questions and the guidance, and for making it so easy to schedule 
committee meetings and seminars (this applies to all seven of you!).

Next, to my colleagues. Bellarmine’s Department of Chemistry: specifically, Pat 
Holt for welcoming me into his department and for providing me with increasing 
teaching responsibilities over the years; Theresa Hahn for sharing her wisdom and 
allowing me to discover myself as an educator; Amanda Krzysiak for trusting me 
with mentoring BMB students and for writing a letter that might have just changed 
my life; Colleagues at the Cancer Center and the Biochemistry Department: 
Nazimmudin Khan, Will Holmes, Sam Arumugam, Lynn DeeLeuw, Jessica 
Cannon, Velma Shang, Cassy Luckett, Rob Monsen, Shin-Je Ghim. Former 
colleagues at Vanderbilt: Smriti Mishra, Sanjay Mishra, Kevin Jagessar, Derek 
Claxton, Richard Stein. Everyone at the Kentucky Academy of Sciences. My 
Bellarmine group for being the most awesome trainees one could ever have: 
Jacob Santana, Tristan Whalen, Chase Yost, Kate Weafer, Olivia Paris, Yvonne 
Ndoricimpa, Rahim Shalash, Olivia Gamsky, Kat Tikhonko. Go Knights!!

To friends, near and far, for providing a support system, for sharing in my 
successes and failures, and for, generally, sticking around when all I can talk about
are structural biology and proteins and how all I want in life is to run my own research lab. I want to especially single out: Allie Fuller, Francisco Rodriguez, Emily Duderstadt, Lara Marayag, Paul Sanchez, Raian Razal.

Finally, to my family. My mom, for everything, and especially for enduring almost 25 years of me in school. My brother Richard, aunts Cynthia and Daisy, uncles Rollie, Dan, and Bong, and cousins RA, Chel, Danna, and Ryan. Rita and Junior Brinegar, for essentially providing me a real home here in Louisville.

To our kitties, Mikah, Wednesday, Nox, Lydia, and Clove, and their kitty cousins Minerva, Bitty, Eisa, Beyla, Sassy and doggy cousin Precious, because they contribute to everyone’s overall happiness.

Alicia for the love and support, for giving me a reason not to quit when I think life is not worth living, and for making life, really, worth living. Also, thank you for sharing my dream: Now, we got a lab and can actually do whatever we want! Time to ACTUALLY work.

I am also grateful to the University of Louisville and the Integrated Programs in Biomedical Sciences for the financial support, especially to the Iva W. Homberger Scholarship Fund and the BMG department for supporting the final years of my PhD studies.
ABSTRACT

APPLICATIONS OF NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY:
FROM DRUG DISCOVERY TO PROTEIN STRUCTURE AND DYNAMICS

Mark Vincent Carreon dela Cerna

July 18, 2022

The versatility of nuclear magnetic resonance (NMR) spectroscopy is apparent when presented with diverse applications to which it can contribute. Here, NMR is used i) as a screening/validation tool for a drug discovery program targeting the Phosphatase of Regenerating Liver 3 (PRL3), ii) to characterize the conformational heterogeneity of p53 regulator, Murine Double Minute X (MDMX), and iii) to characterize the solution dynamics of guanosine monophosphate kinase (GMPK).

Mounting evidence suggesting roles for PRL3 in oncogenesis and metastasis has catapulted it into prominence as a cancer drug target. Yet, despite significant efforts, there are no PRL3 small molecule inhibitors currently in clinical trials. This work combines screening of an FDA-approved drug panel and the identification of binders by protein-observed NMR. FDA-approved drugs salirasib and candesartan were identified as potent inhibitors in in vitro inhibition and migration assays while a weak inhibitor, olsalazine, was identified by NMR as the first small molecule...
inhibitor to directly bind PRL3. NMR was also used to validate the binding of additional compounds identified as experimental PRL3 inhibitors. Thienopyridone, a potent experimental inhibitor, did not show direct binding to PRL3 but instead inhibited phosphatase activity via redox mechanism. NMR also revealed that other experimental inhibitors did not engage PRL3. Thus, there remains a need to identify potent PRL3-directed inhibitors. Meanwhile, molecular modeling revealed a putative druggable site that has not been thoroughly explored before. The current study provides some scaffolds such as candesartan and particularly, olsalazine, the only binder identified, that could be the starting point of further drug discovery efforts, as well as a putative site that can be targeted in silico.

MDMX, a negative regulator of p53, is another important therapeutic target in cancer, along with the homologous protein, MDM2. Inhibitors that block the MDM2-p53 interaction have been identified and despite similarities in the binding site of these homologous proteins, these inhibitors are ineffective against MDMX. It is hypothesized that the flexibility of MDMX contributes to this significant difference in response to inhibitors, despite comparable affinity to their endogenous target, p53. Examination of available inhibitor-bound structures of MDMX reveal a conserved pharmacophore but the structures adopt distinct conformations away from the binding site. This implies that global motions of the protein might contribute to molecular recognition. The conformational heterogeneity in MDMX was further confirmed by collecting residual dipolar couplings (RDCs). Further investigations on both MDMX and MDM2 are necessary to uncover whether the flexibility of MDMX contributes to the differential binding to inhibitors.
Finally, NMR relaxation methods and state-of-the-art high-power Carr-Purcell-Meiboom Gill (CPMG) relaxation dispersion measurements, the first documented application on an enzyme, were used to characterize the solution dynamics of GMPK and the changes in dynamics upon GMP binding. Substrate binding resulted in restricting the amplitudes of motion for backbone amide bonds within the picosecond-nanosecond timescale. Meanwhile, CPMG showed dispersion in both in the absence and presence of GMP, such that substrate binding did not quench dynamics within the microsecond-millisecond timescale. Interestingly, more residues are observed to have dispersion in the bound form, some near the C-terminal of helix 3, which has previously been proposed to be involved in product release. Current studies show that substrate binding affect different timescales of protein motion. Future work shall follow how motions within different timescales are affected as GMPK processes its substrates – such as, for instance, binding of ATP analogs within the ATP binding site or simultaneous occupancy of both substrate binding pockets. This paves the way for a complete picture of the relationship of function and dynamics in the conformational enzymatic cycle of a bi-substrate enzyme using GMPK as a model.

The current work illustrates some of the diverse applications of NMR on three unique systems that are also drug targets. Information collected here can be leveraged on future structure and dynamics studies as well as drug discovery efforts targeting any of these proteins.
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CHAPTER 01

BASIC THEORETICAL CONCEPTS
IN NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY

“I look forward with great expectations to the future evolution of this awesome and beautiful technique, which has given me so many years of joy and excitement in studies of the molecules of life.”

Kurt Wütrich, 2002 Nobel Lecture

In 2002, the Nobel Prize in Chemistry was co-awarded to Kurt Wütrich “for his development of nuclear magnetic resonance spectroscopy for determining the three-dimensional structure of biological macromolecules in solution.” This award is but one of 13 Nobel Prizes (in Chemistry, Physics, and Medicine) awarded in the area of magnetic resonance (1). These recognitions highlight the impact that magnetic resonance has in various disciplines, specifically the implementation of nuclear magnetic resonance (NMR) spectroscopy in fields like structural biology, biophysics, drug discovery, and metabolomics among others. This chapter will introduce some basic theoretical concepts underlying NMR spectroscopy and briefly, illustrate how these concepts can be used to study molecules.
NMR spectroscopy is a powerful method used to study materials at the atomic level. It has been particularly useful for investigating the three-dimensional structures of biomolecules. As it is based upon the interaction of nuclear magnetic moments, or spins, with an external magnetic field, NMR observables prove to be highly information-rich probes for individual nuclei within the material, such as a protein, that is under investigation. The ability of NMR to probe structure in solution is a significant advantage over other protein structural biological techniques as it allows for the determination of native conformations of proteins. Moreover, NMR is uniquely powerful in its ability to interrogate protein dynamics at a wide range of timescales while maintaining atomic resolution in close to physiological conditions.

**Strong Magnets, Spin States, and the ‘Insensitivity’ of NMR.** Nuclear magnetic resonance spectroscopy relies on the detection of the interaction of nuclear spins with an external magnetic field. For biological NMR experiments, particularly involving the study of proteins, these magnetic fields are typically at least 11.7 Tesla (T). As of writing, the strongest magnetic field available for use in solution NMR is 28.2 T. Informally, a 28.2 T magnetic is referred to as a “1.2 GHz” referring to the frequency at which the protein nuclear spin resonates in a magnet of this strength. That said, the “600 MHz” housed at the Brown Cancer Center (Figure 1.1) is, in fact, a 14.1 T magnet. For comparison, the magnetic field strength of the Earth is merely 0.0000305 T.
**Figure 1.1. UofL BCC magnets.** Two of the three instruments located at the Molecular Imaging Research Center at the UofL Brown Cancer Center. On the left is the “600 MHz” NMR or 14.1 T Oxford magnet. In March 2018, it was upgraded with a Bruker AVANCE NEO console and a Bruker Prodigy CryoProbe. All NMR data presented in this work were collected with this instrument. On the right is the “800 MHz” or 18.8 T magnet. The magnets are usually branded with the corresponding “MHz” as can be seen in the 800 (the 600 label is on the other side, not shown in the photo).
When a protein sample in an NMR tube (Figure 1.2A) is placed inside an NMR spectrometer, nuclear spins within the sample align with the external magnetic field (Figure 1.2B, C). Spin, in this context, refers to a quantum mechanical property that is intrinsic to NMR active nuclei. This spin is also called the spin angular moment. Nuclear spin angular momentum is defined as the following, where $h$ is Planck’s constant and $l$ is the spin angular momentum quantum number:

$$|\vec{l}| = \frac{h}{2\pi} \sqrt{l(l + 1)}$$

NMR active nuclei are those that have non-zero spin angular momentum. Nuclei with an even number of protons and neutrons have zero spin and are, therefore, ‘invisible’ to NMR. Those that have an odd numbers of protons and neutrons have non-zero spins and are NMR active. A list of some common spins used for biomolecular NMR is provided in Table 1. These NMR active nuclei also possess a magnetic moment, $\mu$, given by the following expression where $\gamma$ is the gyromagnetic ratio, a quantity that is related to the sensitivity of a given nucleus in NMR:

$$\vec{\mu} = \gamma \vec{l}$$

Outside the static magnetic field, the magnetic moments will be randomly oriented (Figure 1.2B). Upon placing a sample in the spectrometer, these
magnetic moments will orient themselves along the external magnetic field, which is, by convention, along the z-axis (Figure 1.2C).

\[ \mu_z = \frac{h}{2\pi} \gamma m \]

The magnetic quantum number \( m \) takes on values from \(+l\) to \(-l\) in integral steps such that there are \((2l + 1)\) angular momentum states for a given \( l \). For a spin-1/2 nucleus, there are two spin states: spin-up or \( \alpha \) corresponding to \( m = +1/2 \) and spin-down or \( \beta \) corresponding to \( m = -1/2 \). The spin-up state aligns with the magnetic field and corresponds to the low energy state, while the spin-down state aligns against the magnetic field and is the high energy state. The energy difference between these two states depends on the magnitude of the external magnetic field, \( B_0 \), (Figure 1.2D) and can be expressed as:

\[ \Delta E = \frac{\gamma h}{2\pi} B_0 \]

Additionally, the population of the spin-up and spin-down states follow the Boltzmann distribution that is given by the following expression where \( k_B \) is the Boltzmann constant and \( T \) is the temperature in the Kelvin scale:

\[ \frac{N_\beta}{N_\alpha} = e^{-\frac{\Delta E}{k_B T}} \]
Figure 1.2. Visualizing the behavior of spins in response to a magnetic field.

Samples are placed in an NMR tube (A). Before the tube is positioned inside the magnet, the spins in the sample are randomly oriented (B). Inside the magnet, the spins react to the external magnetic field, $B_0$ and orient themselves either with or against the direction of the magnetic field, which is by convention along the $z$-axis (C). The energy difference between the low energy, $\alpha$- or spin-up state, and the high energy, $\beta$- or spin-down state, is proportional to the strength of the external magnetic field (D).
Table 1. A list of commonly used spins relevant to biomolecular NMR.

<table>
<thead>
<tr>
<th>Nuclei</th>
<th>Natural Abundance (%)</th>
<th>Spin</th>
<th>Gyromagnetic Ratio (MHz/T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1$H</td>
<td>99.98</td>
<td>$\frac{1}{2}$</td>
<td>52.48</td>
</tr>
<tr>
<td>$^2$H</td>
<td>0.016</td>
<td>1</td>
<td>6.54</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>1.11</td>
<td>$\frac{1}{2}$</td>
<td>10.71</td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>0.37</td>
<td>$\frac{1}{2}$</td>
<td>-4.32</td>
</tr>
<tr>
<td>$^{19}$F</td>
<td>100.00</td>
<td>$\frac{1}{2}$</td>
<td>40.08</td>
</tr>
<tr>
<td>$^{31}$P</td>
<td>100.00</td>
<td>$\frac{1}{2}$</td>
<td>17.24</td>
</tr>
</tbody>
</table>
For protons exposed to a 14.1 T external magnetic field, like proteins placed inside the 600 MHz magnet at the Brown Cancer Center, at room temperature, the difference in the population of the spin states is about one proton for every 10,000 protons, slightly favoring the low energy $\alpha$ state. With the ratio between the two states being very close to unity, the net magnetic moment is very small. The signal observed in NMR arises from the energy absorbed by the low energy spins that allow them to transition into the higher energy state, and the energy emitted by the spins during the spontaneous transition back to their equilibrium states. As such, the signal is proportional to the population difference between the states. Since this population difference is quite small under normal conditions, NMR is typically regarded as a relatively insensitive method. Typically, large amounts of samples, such as highly concentrated protein solutions, are necessary to increase the observed signal. Also, since the difference in energy is related to the magnetic field strength, development of stronger magnets has provided increased sensitivity to various NMR experiments.

**Precession, Resonance, and Relaxation.** Under the influence of an external magnetic field, magnetic moments precess (Figure 1.3) around $B_0$ at a frequency called the Larmor frequency:

$$\nu_L = \frac{\gamma B_0}{2\pi}$$
Figure 1.3. An illustration of spin precession. The motion of the spin is analogous to a spinning top.
This frequency is equivalent to the frequency with an energy corresponding to the difference in energy between the spin-up and spin-down states. This precession of magnetic moments is analogous to the motion of a spinning top.

The transition from the low energy state to the high energy state can be achieved by irradiation with radiofrequency, RF, waves orthogonal to the external magnetic field. The transition occurs when the nucleus is in resonance – that is, when the energy of the applied RF field, $B_1$, of frequency $\nu$ matches $\Delta E$:

$$E = h\nu$$

$$\nu = \frac{\gamma B_1}{2\pi}$$

The frequency of this RF wave is also equivalent to the Larmor frequency of a given nuclei.

Prior to the application of an RF wave, the magnetic moments precess around the external magnetic field. The magnetic moments of the individual spins sum up to $M_0$, the net macroscopic magnetization or bulk magnetization (Figure 1.4A). It is this net macroscopic magnetization that the NMR spectrometer, in fact, records. At equilibrium, the bulk magnetization is aligned along the magnetic field or the z-axis by convention. As a vector, the components along the x- and y-axes of the bulk magnetization are zero. Upon application of the RF wave, this bulk magnetization is rotated into the x-y plane, or the transverse plane, where it continues to precess about the z-axis (Figure 1.4B). The magnitude of the components of the bulk magnetization $M_0$ in the transverse plane can be written
as the following where $\beta$ is the tilt angle from the z-axis and $\omega_0$ is the Larmor angular frequency:

$$M_x = M_0 \sin(\beta) \cos(\omega_0 t)$$
$$M_y = M_0 \sin(\beta) \sin(\omega_0 t)$$

In the NMR spectrometer, a coil is mounted with its axis aligned in the x-y plane. The precession of a magnetization vector is detected by this coil as the vector induces a detectable current. The strength of the detected signal based on the induced current depends on the x-component, $M_x$, of the bulk magnetization vector.
**Figure 1.4. Net magnetization and tipping.** Under the influence of an external magnetic field, the spins line up with or against the external magnetic field, with the lower energy spins (lined up) slightly more populated. This results in a net magnetization that is lined up with the magnetic field (A). When an RF pulse ($B_1$) is applied along the $x$-axis, the net magnetization, $M_0$, is tipped away from the $z$-axis and onto the $xy$- or transverse plane, initially along the $y$-axis (B).
After the RF wave that tilts $M_0$ away from the z-axis and into the transverse plane is applied, net magnetization begins to return to the equilibrium distribution along the external magnetic field (Figure 1.5A, B). This process is called relaxation. During relaxation of the spin, the strength of the detected signal in the transverse plane decays over time and is recorded as the Free Induction Decay or FID (Figure 1.5C).

There are two relaxation processes that occur as the bulk magnetization returns to equilibrium (Figure 1.5B). As the spins relax, the net magnetization parallel to the external magnetic field begins to approach $M_0$. That is, the z-component of the magnetization vector increases over time $t$:

$$M_z = M_0 \left(1 - e^{-\frac{t}{T_1}}\right)$$

This relaxation process is called longitudinal relaxation or $T_1$ relaxation, referring to the time it takes to recover the initial maximum bulk magnetization, $M_0$.

At the same time, as the spins relax to their equilibrium positions, the transverse components of the bulk magnetization, $M_x$, begin to decay:

$$M_x = M_0 e^{-\frac{t}{T_2}}$$

This relaxation process is referred to as the transverse relaxation or $T_2$ relaxation.
Figure 1.5. Relaxation of spins to equilibrium. The spins precess along the z-axis as they continue to return to equilibrium position after the RF wave is applied. After the RF wave, spins lose coherence and the net magnetization in the transverse plane decreases (A). As this happens, the net magnetization along the z-axis begins to recover as illustrated by a vector along z increasing in magnitude. The increase along z happens as the net magnetization along the transverse plane decreases (B). The NMR detects the signal along the transverse plane and thus, appears as a free induction decay where intensity is lost over time (C).
As mentioned, the NMR spectrometer records an FID during an NMR experiment. The NMR signal is collected in the time domain as an FID, which is the strength of the induced current due to the precession of the bulk magnetization over time. NMR data is typically analyzed in the frequency domain. This transformation is done through a mathematical procedure called the Fourier Transform (Figure 1.6), relating the time domain $f(t)$ to the frequency domain, $F(\omega)$.

$$F(\omega) = \int_{-\infty}^{+\infty} f(t)e^{-i\omega t} dt$$

An NMR experiment can then be thought of as the manipulation of the bulk magnetization through the application of pulses and delays to tease out properties of the nuclei within the materials under investigation.
Figure 1.6. Fourier transform of a sine function. The plot of a sign function with a frequency of 5 Hz against time (left). The Fourier transform of this function shows a peak at the expected frequency (right).
\[ f(t) = 2 \sin(10\pi t) \]

\[ F(\omega) = \int_{-\infty}^{\infty} f(t) e^{-j\omega t} \, dt \]
**Chemical Shifts.** Briefly discussed above, the NMR signal ultimately depends on the precession of spins in an external magnetic field in response to an RF wave. *How, then, is NMR able to distinguish between unique nuclei in a sample?* For instance, in GMPK, one of the proteins that will be discussed in a subsequent chapter, there are more than 1500 hydrogen nuclei.

As mentioned, when a sample is placed in a magnetic field, spins align to the magnetic field. In practice, however, the magnetic field experienced by the nucleus may not be equal to $B_0$. Under the influence of an external magnetic field, electrons induce a small magnetic field, an induced field, that opposes or augments the external magnetic field. As a result, the nucleus will be under the influence of an effective magnetic field, $B_{\text{eff}}$, that is dependent on a shielding factor, $\sigma$:

$$B_{\text{eff}} = B_0(1 - \sigma)$$

The shielding factor is ultimately dependent on the chemical environment around the nucleus under observation. As such, non-equivalent nuclei will ultimately be subject to effective magnetic fields of slightly different strengths. In other words, these non-equivalent nuclei will have unique Larmor frequencies. This unique resonant frequency is called the chemical shift.

By definition, the chemical shift $\delta$, expressed in parts per million or ppm, is defined as follows:

$$\delta = \frac{\nu - \nu_{\text{ref}}}{\nu_{\text{ref}}} \times 10^6$$
The references used are typically tetramethylsilane (TMS) for samples in organic solvents or sodium trimethylsilylpropanesulfonate (DSS) for aqueous samples with proton chemical shifts that are, by convention, set to 0 ppm. Expressed in ppm, chemical shifts are independent of the magnetic field and allow for comparison of data collected at different fields.

The chemical shift is sensitive to the environment of the nuclei and is affected by several factors including paramagnetic contributions from nuclei with non-s orbitals, anisotropy of neighboring bonds, hydrogen bonding, and solvent effects. They are thus powerful probes for the perturbation of a system. This will be revisited in subsequent chapters as perturbation of chemical shifts can be used to study the interaction between biomolecules.

Given this, it becomes apparent how NMR is a powerful tool to study biomolecules at atomic resolution.

**Dipolar and scalar couplings.** Chemical shifts are caused by the interaction of the small magnetic field induced by electrons modulating the effective magnetic field by nuclear spins. In addition to this, spins also interact with neighboring spins and these spin interactions are, in part, what makes it possible to carry out a diverse set of NMR experiments. For example, in the Insensitive Nuclei Enhanced by Polarization Transfer (INEPT) block used in experiments like the Heteronuclear Single Quantum Coherence (HSQC) discussed below, the magnetization transfers between the amide proton and amide nitrogen are possible through J-couplings.
Another such interaction are dipolar couplings which are relevant in structure
determination in NMR discussed in subsequent chapters. Dipolar couplings also
contribute to spin relaxation, along with chemical shift anisotropy.

\( J \)-couplings, also referred to as scalar couplings or spin-spin coupling, are spin
interactions that occur through bonds. \( J \)-couplings arise when two nuclei are
connected by chemical bonds. Typically, \( J \)-couplings can be measured between
nuclei separated by one (\( ^1J \)), two (\( ^2J \)), or three (\( ^3J \)) bonds but ‘long range coupling’
between nuclei separated by more than three bonds is also possible. Specifically,
these interactions are a product of the interactions between nuclear spins and
electrons localized in the bonds connecting them. In the discussion above, a spin-
1/2 nuclei adopts two spin states depending on their alignment with the external
magnetic field. These nuclear spin states affect the spin states of their valence
electrons, which in turn, affect the spin states of the electrons of the bonded
nucleus, which then affects the spin state of the bonded nucleus. A simplified
illustration in one- and two-bond systems is shown in Figure 1.7A. \( J \)-couplings,
then, provide information on bond connectivities, as well as dihedral angles, in
determination of structures, especially of small molecules. For example, scalar
couplings manifest as splittings in the NMR spectrum as illustrated in Figure 1.7B.
Furthermore, these couplings allow for magnetization transfers between nuclei
connected by at most three bonds which is leveraged in designing pulse
sequences for NMR experiments.
Figure 1.7. Scalar coupling between nuclei. Scalar couplings arise from the interaction of nuclear spins and electron spins within the bonds linking the interacting nuclei. Electron moments (arrows) in the bond are anti-parallel according to the Pauli exclusion principle. The relative orientation of the nuclear moment and the adjacent electron moment determines the relative energy. As illustrated, when the moments are parallel, this results in a higher energy state relative to when the moments are anti-parallel (A). In an NMR spectrum, this manifests as a ‘splitting.’ Here, H_A and H_X are coupled via a three-bond scalar coupling ($^3J_{AX}$). Thus, the signal arising from each ($\delta$) is split by the exact value of the scalar coupling (B).
Meanwhile, dipolar couplings refer to the direct interaction between two spins *through space*, as opposed to scalar couplings, which occur indirectly through interactions with electrons in bonds. As illustrated in Figure 1.8, dipolar coupling between two nuclei in a magnetic field depend on the orientation of the internuclear vector with respect to the external magnetic field. Specifically, the strength of the coupling depends on the angle, $\theta$, between the external magnetic field and the internuclear vector:

$$E \propto \left(3 \cos^2 \theta - \frac{1}{2}\right)$$

In isotropic solutions, where molecules tumble randomly in solution, the internuclear vector is also oriented randomly and dipolar couplings average out to zero. Under anisotropic environments such as in partially aligning media, residual dipolar couplings (RDCs) arise. RDCs will be further discussed in subsequent chapters. While dipolar couplings are averaged out by reorientation of the molecule in isotropic solutions, dipole-dipole interactions contribute to relaxation. In the nuclear Overhauser effect (NOE), transfer of nuclear spin polarization between protons that are within close proximity to each other occurs via dipolar coupling. The strength of this interaction depends strongly on the distance separating the two interacting spins. This information, NOE distance restraints, are important for NMR structure determination as discussed in subsequent chapters.
Figure 1.8. Dipolar coupling between nuclei. Dipolar coupling arises from a direct interaction between two nuclear moments. This interaction is dependent on the angle, $\theta$, between the inter-nuclear vector, $r$, and the external magnetic field, $B_0$. 
**A Simple NMR Experiment.** To illustrate how these basic concepts are applied in practice, a very simple NMR experiment will be considered. The most basic NMR experiment consists of a single pulse followed by data acquisition (Figure 1.9).

When a sample is placed in the NMR spectrometer, nuclei within the sample are placed under the influence of an effective magnetic field $B_{\text{eff}}$. Initially, the bulk magnetization is aligned with this magnetic field (Figure 1.4B). A pulse is then applied for a specific amount of time. In practice, the pulse width is optimized to maximize the signal by ensuring that the bulk magnetization is tilted into the transverse plane. The optimized pulse width corresponds to a ‘90° pulse.’ After the pulse is applied, the transverse magnetization begins to relax – the transverse magnetization decays ($T_2$ relaxation) and the equilibrium magnetization begins to grow ($T_1$ relaxation) (Figure 1.5). This is recorded as an FID during the acquisition time.
**Figure 1.9. A one-pulse experiment.** The simplest NMR experiment consists of a single pulse, in this case, a 90° pulse, followed by acquisition. This sequence can be repeated as many times as necessary to improve signal-to-noise. A recycle delay is placed before the pulse to ensure that all spins return to the equilibrium position before the start of another cycle. The 90° pulse here corresponds to the one illustrated in Figure 1.4, which illustrates what happens to the net magnetization.
The signal-to-noise ratio (S/N) can be improved by repeating this sequence as many times as necessary and adding together the subsequent measurements. The S/N increases with the square root of the number of scans, \( ns \):

\[
\frac{S}{N} \propto \sqrt{n_s}
\]

At the beginning of the sequence is a delay called the recycle delay time (Figure 1.9). This ensures that all spins are back to equilibrium prior to the next measurement. After the experiment, the time domain data is then Fourier Transformed to get the frequency domain data.

**HSQC, a routine heteronuclear NMR experiment.** Figure 1.9 illustrates the simplest NMR experiment consisting of a single pulse. In the study of biomolecules, more complex pulse sequences are used to manipulate spin systems and obtain information-rich NMR observables. This section focuses on the heteronuclear single quantum coherence (HSQC) experiment, the simplest and most routinely used two-dimensional NMR experiment for the study of biomolecules. In fact, the \(^1\)H, \(^{15}\)N-HSQC spectrum is typically referred to as the fingerprint spectrum of proteins. This sequence will be briefly discussed for illustration, but a detailed analysis of the HSQC experiment is available elsewhere (2).
The HSQC pulse sequence can be broken up into four parts: preparation, evolution, mixing, and detection. Here, the HSQC experiment is analyzed using the product operator formalism, a shorthand way of analyzing pulse sequences (3). The preparation period transfers the magnetization from $^1$H to $^{15}$N via insensitive nuclei enhanced by polarization transfer (INEPT). During INEPT, the spin polarization is transferred from the high gyromagnetic ratio $^1$H nuclei, which has a larger Boltzmann population difference, to the low gyromagnetic ratio $^{15}$N nuclei, which has a lower Boltzmann population difference. For simplicity, the $^1$H spin will be represented as $I$ while the $^{15}$N by $S$. In the beginning of the experiment, both spins will not have any transverse component and are aligned with the magnetic field. A pulse about $x$ will rotate the magnetization toward the transverse plane and depends on the flip angle, $\beta$.

$$I_x \rightarrow I_x \cos \beta - I_y \sin \beta$$

$$I_x \rightarrow I_x$$

In the case of the HSQC pulse program, the first pulse is a 90° pulse ($\pi/2$ in the equation above) tipping the magnetization on $I$ into the transverse plane (point a in Figure 1.10). While magnetization is in the transverse plane, the chemical shift evolves and coherence is transferred from in-phase to anti-phase magnetization due to heteronuclear coupling ($^1J_{NH}$).
Here, \( \tau \) is set to \((2\, J_{NH})^{-1}\) resulting in a total conversion from in-phase to anti-phase magnetization on the proton. A 180° pulse on both the S and I spins is applied in the middle of this process resulting in refocusing of the chemical shifts. Finally, a 90° pulse is applied on both spins. Thus, at the end of the INEPT/preparation period, magnetization is transferred to the \(^{15}\text{N}\) (S) and all proton magnetization is along the z-axis (point b in Figure 1.10A).

\[
-I_y \frac{(2\pi J_{IS} I_z S_z)}{2I_x S_z} \rightarrow -I_y \cos(\pi J_{IS} \tau) + 2I_x S_z \sin(\pi J_{IS} \tau)
\]

\[
-I_y \frac{(2\pi J_{IS} I_z S_z)}{2I_x S_z} \rightarrow 2I_x S_z
\]

The second period is characterized by chemical shift evolution of the S-spin, \(^{15}\text{N}\). At this point, all proton magnetization is still along the z-axis. This evolution is represented as follows, with \( \Omega_s \) representing the chemical shift of S:

\[
2I_x S_z \frac{\pi}{2(-I_y + S_x)} \rightarrow -2I_z S_y
\]

\[
-2I_z S_y \frac{\Omega_s S z t_1}{\Omega_5 S z t_1} \rightarrow 2I_z S_y \cos(\Omega_z t_1) - 2I_z S_x \sin(\Omega_z t_1)
\]

A 180° pulse on the I-spin is applied in the middle of this period to refocus coherence transfer due to the heteronuclear coupling. At the end of the evolution period of time \( t_1 \) (point c in Figure 1.10), antiphase magnetization of the nitrogen is present. Chemical shift evolution is followed by a mixing period that transfers the
magnetization back to the protons ($I$). Two $90^\circ$ pulses are applied on both the $I$- and $S$-spins for this to occur followed by coherence transfer back to in-phase magnetization.

\[
I_x S_y \cos(\Omega_s t_1) \xrightarrow{90^\circ (I_y+S_x)} 2I_x S_y \cos(\Omega_s t_1) \xrightarrow{(2I_1S_1S_2)} I_x \cos(\Omega_s t_1)
\]

At the end of this mixing step, magnetization is transferred back to the proton such that this mixing period is also referred to as an inverse INEPT step. The chemical shift evolution of the proton magnetization ($I_x$) is what is observed in the experiment and its evolution is modulated by $\Omega_s$, the chemical shift of the attached nitrogen (point d in Figure 1.10). The other term ($I_x S_x$) is a double quantum coherence that is eliminated in a process that is not covered here.

The final component in the pulse sequence is a pulse train on $^{15}$N that \textit{decouples} the $^{15}$N from the proton during detection by locking the nitrogen in the transverse plane. This pulse train, as well as the $180^\circ$ pulse in the evolution period, are important and prevents the appearance of doublets in the proton and nitrogen dimensions, respectively.
Figure 1.10. The HSQC pulse sequence. A pulse sequence for a common HSQC experiment. Thick filled bars correspond to 180° or $\pi$ pulses, while narrower unfilled bars are 90° or $\pi/2$ pulses. The delay $\tau$ is set to $(2\,^{1}J_{NH})^{-1}$, where $^{1}J_{NH}$ is equal to $\sim$95 Hz, the scalar coupling between the amide proton and amide nitrogen.
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This chapter provided a basic background to the origin of an ‘NMR signal’ and provides a practical example by way of a simple 1-dimensional, single pulse experiment and a discussion of the HSQC measurement. Other practical aspects of setting up an experiment and analyzing the data will not be covered here in detail. Subsequent chapters will focus on the application of NMR to answer various biological problems. In these chapters, certain aspects of the experiment set-up and analysis will be discussed as needed.
CHAPTER 02

PROTEINS AT THE ATOMIC LEVEL

“In determining the structures of only two proteins we have reached, not an end, but a beginning; we have merely sighted the shore of a vast continent, waiting to be explored.”

John Kendrew, 1962 Nobel Lecture

Myoglobin holds the honor of being the first protein whose structure has been experimentally determined (Figure 2.1). This was made possible by John Kendrew and his team using a technique that is now known as X-ray crystallography (4). By the time he and Max Perutz were awarded the Nobel Prize in 1962 for their work on globular protein structures, only one other protein structure has been determined, that of hemoglobin by Perutz (5). These experimental structures have opened the doors to the molecular world of proteins and biomacromolecules. Sixty years since, the field of structural biology has advanced tremendously and more protein structures have been determined (Table 2), just as Kendrew predicted in 1962. These structures, or more accurately models, significantly advanced the study of proteins and their functions and have also aided in identification of modulators that can be developed into therapeutics. Still, there remains more of
the ‘vast continent’ still waiting to be explored. This chapter provides an overview of the structural biology of proteins and the importance of protein structures in understanding their function, as well as a survey of tools available to study these structures.
**Figure 2.1. Structure of myoglobin.** A Goodsell-like (left) and tube (right) representation of the myoglobin structure determined by John Kendrew and his team. The highly helical structure is apparent in the tube representation. The bound heme is colored in magenta. This is the first ever protein structure to be determined. (PDB: 1MBN)
Table 2. Biomolecular structure statistics from the protein data bank.

<table>
<thead>
<tr>
<th>Biomolecule</th>
<th>X-Ray</th>
<th>NMR</th>
<th>EM</th>
<th>Multiple**</th>
<th>Other**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein only</td>
<td>147127</td>
<td>11969</td>
<td>7542</td>
<td>186</td>
<td>104</td>
</tr>
<tr>
<td>Protein/Oligosaccharide</td>
<td>8687</td>
<td>31</td>
<td>1324</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Protein/Nucleic Acid</td>
<td>7757</td>
<td>277</td>
<td>2405</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Nucleic Acid only</td>
<td>2448</td>
<td>1412</td>
<td>62</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Oligosaccharide only</td>
<td>11</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>154</td>
<td>31</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

* Current as of 15 June 2022

** “Multiple” refers to structures determined using a combination of techniques such as X-ray and NMR or theoretical modeling and NMR, among others. Meanwhile, “Other” refers to structures determined using methods besides X-ray crystallography, NMR spectroscopy, and EM. These methods include solution scattering and infrared spectroscopy.
Proteins, workforce of life. Life is possible because of the interaction of biomolecules (biological molecules) that have various roles and functions to sustain it. One of the major types of biomolecules are proteins – along with carbohydrates, nucleic acids, and lipids – which are the workhorses of the cell. Following the central dogma of molecular biology (Figure 2.2), DNA is first transcribed into RNA, which is then translated into a chain of amino acids, the building blocks of proteins. This series of amino acids, also known as the primary sequence of a protein, to a certain extent, determines the shape the protein will take. The degree of diversity in amino acid sequence allows proteins to adopt a wide range of three-dimensional structures and consequently allow them to carry out an array of functions that are essential to life. There are proteins that catalyze chemical reactions, assist in the transport of molecules, provide cellular structure and scaffolding, among others. Thus, to understand how a cell functions – both in the healthy and diseased states – requires an understanding of how proteins function.
**Figure 2.2. The central dogma of molecular biology.** Information stored in DNA is first transcribed into RNA which is subsequently translated to the protein sequence. The central dogma involves two of the major classes of biomolecules, nucleic acids (DNA and RNA) and proteins. Structures used are just for illustrative purpose. (PDB: 1FV7, 1UBQ)
**Protein structure: linear polypeptide to three-dimensional structures.** Protein structure can be described in four levels. As discussed above, the primary structure of a protein simply refers to the sequence of amino acid residues that constitute it. Amino acids are organic molecules that contain amino (-NH\textsubscript{3}+) and carboxylate (-COO\textsuperscript{-}) functional groups and a side chain (-R) that determines their identity. There are 21 such amino acids (21 different side chains), including the rare but essential selenocysteine, that are encoded by the genetic code (Figure 2.3). In the protein primary structure (Figure 2.4A), these amino acids are linked together by peptide bonds.

The secondary structure of proteins refers to recurring local structures assumed by a sequence of amino acid residues in a chain which are typically α-helices, β-strands, and loops (Figure 2.4B). Secondary structures form due to local interactions in the backbone of adjacent amino acids. With the now available structural information, propensities of amino acid residues to form helices or strands can be used to predict the secondary structure of a given polypeptide chain using several tools available (6–10).

The configuration of proteins in three-dimensional space is described by their tertiary or quaternary structures. Secondary structure elements come together to form the tertiary structure (Figure 2.4C) that is usually determined by the interactions of the amino acid side chains. In some cases, this tertiary structure determines the functional form of a protein. In other cases, the functional form of the protein may be several polypeptide chains or proteins that form a multi-subunit complex (Figure 2.4D), the quaternary structure. For instance, myoglobin is
monomeric and does not have a quaternary structure, while hemoglobin is a tetramer.

It is worth noting, however, that not all proteins possess three-dimensional structures. Intrinsically disordered proteins (IDP) exist as dynamic ensembles (Figure 2.5) and, while they may assume transient secondary structures, are typically disordered – lack ‘ordered structure’ – in their native milieu (11–15). The current work focuses on globular proteins and the discussion will be biased towards these proteins. NMR, however, is perhaps the most powerful tool to study IDPs and this will be pointed out in subsequent sections and chapters whenever relevant. After all, IDPs are a part of Kendrew’s ‘vast continent.’
Figure 2.3. The twenty-one essential amino acids. The primary sequence of a protein consists of a linear arrangement of amino acids from the pool of twenty amino acids encoded by the human genome. The amino acids are grouped based on their side chain properties: electrically charged, polar uncharged, special, and hydrophobic. This image was originally created by the Dancojocari and licensed under CC-BY-2.0. Image was used as is, and not altered in any way.
Twenty-One Amino Acids

A. Amino Acids with Electrically Charged Side Chains

Positive
- Arginine (Arg)
- Histidine (His)
- Lysine (Lys)

Negative
- Aspartic Acid (Asp)
- Glutamic Acid (Glu)

B. Amino Acids with Polar Uncharged Side Chains

- Serine (Ser)
- Threonine (Thr)
- Asparagine (Asn)
- Glutamine (Gln)

C. Special Cases

- Cysteine (Cys)
- Selenocysteine (Sec)
- Glycine (Gly)
- Proline (Pro)

D. Amino Acids with Hydrophobic Side Chain

- Alanine (Ala)
- Valine (Val)
- Isoleucine (Ile)
- Leucine (Leu)
- Methionine (Met)
- Phenylalanine (Phe)
- Tyrosine (Tyr)
- Tryptophan (Trp)
Figure 2.4. Hierarchy of protein structures. The primary structure consists of a string of amino acids linked by polypeptide bonds (A). Local interactions in a series of amino acids lead to the formation of secondary structures. The helix (cyan), loop (orange), and strands/sheets (magenta) are secondary structures that appear in protein structures (B). Long range interactions of secondary structures form the tertiary structure of a protein, simply referred to as the ‘protein structure.’ Secondary elements in B are shown in color within the 3D structure of PRL1 (C). Finally, the quaternary structure consists of multiple polypeptides that form a functional complex. One monomer is shown in color within the PRL1 trimer (D).
Figure 2.5. IDP ensembles. Intrinsically disordered proteins do not have the ‘traditional’ structures that folded proteins have. Shown is an example of an IDP ensemble, that of Sic1. Individual states in the 11-member ensemble are colored along a blue-to-red continuum. (PED: 00001)
A brief survey of tools for structural biology. The goal of structural biology is to uncover the three-dimensional structures of biomolecules to gain an understanding of their biological functions. After the completion of the Human Genome Project, one of the next frontiers is arguably the determination of the functions of all known proteins (16, 17). Critical to this end is the experimental determination of the structure of these proteins (17). To date, the most common experimental methods used to determine protein structures are X-ray crystallography, NMR spectroscopy, and more recently, the emerging and rapidly developing field cryogenic electron microscopy (Cryo-EM) (18).

The Protein Data Bank (PDB), under the management of the Research Collaboratory for Structural Bioinformatics (RCSB), is an archive for biological macromolecular structures (18, 19). As of May 2022, the PDB is home to more than 190000 structures of biomolecules. Of all the deposited entries in the PDB (Table 2), more than 88% were determined by X-ray crystallography – that is more than 150000 structures determined since the very first X-ray structure was determined in 1957 (4, 20). NMR accounts for about 7% of the deposited structures while CryoEM is at 4% but rapidly catching up.

X-ray crystallography, still the technique of choice. That structures determined by X-ray crystallography dominate the PDB is not surprising. X-ray crystallography is applicable to a wide range of protein families and methodological and technological advances mostly kept up with the demands of the field (21).
In this method (Figure 2.6), a protein structure is determined by analyzing the diffraction patterns of a crystallized protein sample exposed to X-ray beams. Electrons in the crystallized protein sample deflect incident X-rays leading to a specific diffraction pattern. Using computational analyses, this diffraction pattern is then converted into an electron density map onto which a model of the protein structure can be fit (22, 23). Unlike NMR, discussed below, there is virtually no size limitation for X-ray crystallography (24, 25). However, the requirement for obtaining protein crystals limit its applicability to systems that can be crystallized or manipulated to be crystallized. Some systems that have eluded structure determination by X-ray crystallography include some membrane proteins and proteins that have highly flexible regions.

X-ray crystallography as a field has not remained static. Crystallographers continue to address challenging systems such as membrane proteins, through improvements in protein expression and solubilization techniques (21, 26, 27).

**NMR: from spins to structures.** Some basic principles and concepts concerning nuclear magnetic resonance were described in the previous chapter. As discussed, NMR spectroscopy relies on the interaction of nuclear spins with an external magnetic field. Experiments that are of pertinence to protein structure and dynamics will be further discussed in subsequent chapters.
**Figure 2.6. The crystallography workflow.** Protein samples are crystallized and subjected to beams of X-ray generating a diffraction pattern. Several reflections are obtained as the crystal is rotated to capture several different orientations. An electron density map is then derived from the diffraction data. Computational methods, and any other available data, are used to derive an atomic model. This image was originally created by Thomas Splettstoesser and licensed under CC-BY-SA-3.0. Image was used as is, and not altered in any way.
Several NMR observables can be recorded for a protein and can be used to analyze its conformation. For instance, chemical shifts are very sensitive probes of molecular structure (28). Protein structure determination by NMR begins with the assignment of observed resonances and the collection of restraints such as nuclear Overhauser effect (NOE) distance restraints which are used to inform structure calculations (29–31). These experiments are acquired in solution, close to physiological conditions. As such, structure determination by NMR does not require protein crystals, unlike X-ray crystallography; this is arguably one of NMR’s biggest advantages over crystallography. While developments in hardware and software have significantly expanded the size limitations of NMR, de novo structure predication of relatively larger proteins, about 35 kDa or higher, remains challenging (32–34).

As will be further discussed later, however, the true power of NMR is realized in its ability to study protein dynamics (35–38).

**CryoEM: The cool new kid in the block.** Cryogenic electron microscopy is an emerging method that is beginning to parallel the resolutions obtained by X-ray crystallography, a long way from the era of ‘blobology’ (Figure 2.7A) (39, 40). While majority of the structures determined by CryoEM have been relatively lower in resolution compared to X-ray crystallography, recent developments have enabled determination of structures at atomic resolution (41–43).

In CryoEM, protein samples are preserved in their hydrated states, frozen and embedded in ice (Figure 2.7B). If the freezing process is done quickly enough,
several protein states may be preserved allowing for structure determination of more than one conformation (44). The ability of CryoEM to visualize multiple protein conformations without the need for crystallizations is a significant advantage over X-ray crystallography. That said, multi-conformer X-ray crystallography (MMX) is also an emerging approach to study fluctuations in protein structures (Figure 2.8) (45). Like NMR, CryoEM has some size limitations as it is currently most useful for larger proteins and it has faced challenges in determining structures of sub-50 kDa proteins (46–48).
Figure 2.7. Protein cryo-microscopy. The evolution of CryoEM from the era of “blobology” to now reaching close to atomic resolution is artistically illustrated using the structure of galactosidase. This image was originally created by Veronica Falconieri and Sriram Subramaniam (NCI) and licensed under CC-BY-NC-2.0. Image was used as is, and not altered in any way (A). The process of structure determination by CryoEM begins by preserving the hydrated protein states frozen in ice. The Cryo-Transmission Electron Microscopy (Cryo-TEM) of GroEL in amorphous ice shows several particles of GroEL in different orientations. These different orientations are classified and used to reconstruct the three-dimensional structure of GroEL. This image was originally created by Vossman and licensed under CC-BY-SA-4.0. Image was cropped to better show the particles.
**Figure 2.8. Multi-temperature, multi-conformer crystallography.** The structure of the WPD loop of phosphatase, PTP1B collected at different temperatures. The electron density is fitted to a major conformation and a secondary conformation. As the temperature is increased, the population is shifted to the secondary conformation identified at 100 K (indicated with an arrow). This image was adopted from Figure 2C of *Keedy, et al. (2018)* eLife 7:e36307, licensed under CC-BY-4.0. Image was cropped and panels rearranged without further modification.
**Integrating the tools of structural biology.** In an Indian parable, a group of blind men who have never encountered or seen an elephant begin to come up with their idea of what the elephant looked like by simply touching one, and only one, part of the elephant *(Figure 2.9)*. As expected, their individual descriptions of an elephant were largely different – a tusk and a tail might be described as long, but, of course, a tusk is not a tail and that is about where the similarities end. This parable can be used as a metaphor for the need for integrative approaches in structural biology. The techniques mentioned above as well as many others have their own strengths, and the integration of these data will enable tackling questions that might not have been considered tractable by a single technique (49–52). For instance, the structure of a dodecameric aminopeptidase TET2 was determined at high resolution by combining NMR and CryoEM (53). At the time, this combined approach to studying the half-megadalton complex exceeded the limitations of the individual methods – the size limitation for NMR and limited resolution for CryoEM. Computational methodologies, like structure prediction discussed below and simulation methods, also play a bigger role in integrating the results from various techniques (52, 54). There are several examples for successful integration of structural data and the future of structural biology is already shaping to be an integrative one (52, 54).
Figure 2.9. Blindmen and the elephant. Each blind man depicted can only examine one part of the elephant. They are then asked to describe an elephant, which they have never seen or encountered before, using only the data they collected. This image is public domain.
**AlphaFold2 revolutionizes structure prediction.** The ‘Holy Grail’ of structural biology is the protein folding problem: *how does the primary sequence of a protein dictate its tertiary structure* (55)? While DeepMind’s AlphaFold2 (AF2) does not, technically, address this question, it has significantly advanced our capabilities to predict the 3D structures of proteins based on their primary sequences. In the 2020 Critical Assessment of Structure Prediction (CASP14), AF2 achieved a Global Distance Test median score of 92.4/100 which translates to an average error of about 1.6 Angstroms (56, 57). Subsequently, DeepMind applied AF2 to predict the structure of 98.5% of the human proteome and several other proteomes (56, 58).

The availability of high confidence predictions (**Figure 2.10**) has immediately impacted the field as a whole (59). In crystallography, AF2 predictions may be used to address the ‘phase problem’ accelerating data analysis (60, 61). In calculating the electron density from diffraction patterns, the amplitude and phase of a wave corresponding to a diffraction spot is necessary. However, only the amplitudes can be determined experimentally. A known structure of a protein with strong structural similarity can be used to address this problem in an approach known as molecular replacement. AF2 predictions can now be used in this approach as has been shown in the case of the structure determination of Nmd4, a protein involved in nonsense-mediated mRNA decay (61). Similar applications in conjunction with other methodologies can easily be envisioned (50). Furthermore, the structural biology community has summarized several viable applications of AF2 models (62). Clearly, AF2 predictions have had tremendous impacts in the field and will continue to do so in coming years, particularly in integrated structural biology.
Figure 2.10. AlphaFold2 structure prediction. AlphaFold2 had tremendous success during the 2020 Critical Assessment of Structure Predictions (CASP14). Predictions on most of the proteins encoded by the human genome are now housed in the AlphaFold Protein Structure Database. These predictions can have varying confidence levels. The AF2 model (gray) and recent MDMX N-terminal domain structure show good agreement, although arguably because several existing structures of this part of MDMX are part of the training set (A). The AF2 model (gray) captures some features of the 7TM domain of SSTR2, but with significant differences in the orientation of some of the helices (B). The full-length MDMX protein consists of a lot of intrinsically disordered regions, and AlphaFold2 low confidence regions (blue) correspond to these regions in MDMX (C).
Proteins have *structures not a structure*. So far, this chapter has focused on ‘snapshots’ of proteins and on several occasions, proteins have been referred to as having ‘structure.’ Meanwhile, in the brief discussion of IDPs (Figure 2.5) and in highlighting the capability of CryoEM to capture multiple conformations (Figure 2.7B), it is implied that proteins exist as ensembles of structures. The idea that proteins move in solution is far from novel. As early as the 1960’s, observations that proteins assumed different conformations and that they oscillate ‘between these conformations’ have been made (63). Conventional structure determination can reveal snapshots of the busy life of a protein but to truly understand their functions, it is necessary to consider the breadth of conformation sampled by proteins, as well as the interconversion between these conformations.

The classical structure-function paradigm – ‘structure determines function’ – arising from early work by Anfinsen, thus, offers an incomplete picture of the ‘life of proteins’ (64, 65). Instead, a characterization of function necessitates a complete description of the protein’s conformational energy landscape (Figure 2.11) (54, 66–68). The conformational landscape of a protein consists of an ensemble of protein structures – or conformational substates – that interconvert. In a 1991 paper, Frauenfelder and company described the motions of myoglobin in the context of its conformational energy landscape as it relates to binding to oxygen and carbon dioxide and also recognized that some motions may not be coupled to function (69). In a representation of the conformational energy landscape, analogous to the protein folding funnel diagram, the different structures a protein can adopt are in energy minima (70–73). Perturbations such as
mutations, post-translational modifications, or ligand binding, reshape this conformational energy landscape and redistribute the protein structures (Figure 2.11). Large-scale conformational changes are separated by larger energy barriers while smaller amplitude motions, like side chain rotations, are separated by smaller energy barriers. As alluded to by Frauenfelder, not all of the structures are functionally relevant (69). Perturbations that reshape the conformational energy landscape may enrich or decrease the population of functional states. In this regard, it is easy to see how conformational landscapes are linked to protein functionality. Arguably, then, the conformational energy landscape of a protein, rather than a single structure, determines its function.
Figure 2.11. Conformational energy landscape of a protein. A theoretical protein consists of four domains adopting four major conformations, with only one of the conformations $A^*$ capable of binding to a target protein. In wild-type or normal conditions (top), the functional $A^*$ is only a minor conformation. When perturbed (bottom), such as by an activating mutation or an activating post-translational modification, $A^*$ becomes the primary conformation. The conformational energy landscape is redistributed by a perturbation. Under normal conditions (top), states B and C, can easily interconvert and only require small amplitude domain motions. Meanwhile, the barrier to states A and D are much larger and larger amplitude conformational changes are required. In the perturb state, it is also possible to alter the relative energies between these conformations.
**The dynamics toolbox of structural biology.** The next chapter focuses on the applications of NMR spectroscopy to study protein structure and dynamics, as well as in drug discovery. As already mentioned, the true power of NMR is in its unique ability to interrogate dynamics of proteins (35–37). However, NMR does not have a monopoly on protein dynamics and some of these methods (though not exhaustive) are very briefly mentioned and described here. Some strengths and limitations are also summarized in Table 3.

Advances in theory and software have significantly improved the ability of simulations to provide insight related to the dynamics of biomolecules (74). With the ever-increasing computational capacity available, long simulations of really large systems are now possible allowing molecular dynamics (MD) simulation (**Figure 2.12**) to provide insight on the dynamics of proteins at increasing temporal and spatial scales (74–76). MD simulations can be used to explore a protein’s full conformational space, the equilibrium conformational energy landscape of a protein, and the motions and dynamics of proteins. The accuracy of these simulations depends, of course, on the force field use, and as simulations, on the user’s input and set-up, but these potential pitfalls are also an advantage as the system is fully manipulable by the user (77–81).
### Table 3. Dynamics toolkit of structural biology.

<table>
<thead>
<tr>
<th>Method</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMR</td>
<td>Covers all timescales of motion; atomic resolution; near physiological; no chemical modification necessary</td>
<td>Size limitations (conventionally &lt;~35 kDa); requires a lot of material; costly labeling and instrumentation</td>
</tr>
<tr>
<td>CryoEM</td>
<td>Multiple structures/conformations accessible; no crystallization required</td>
<td>Size limitations (applicable to bigger proteins); low resolution (but fast improving)</td>
</tr>
<tr>
<td>EPR</td>
<td>Virtually no size limit; large distance range; equilibrium ensemble accessible by DEER</td>
<td>Requires chemical modification; single site at a time (or distance)</td>
</tr>
<tr>
<td>FRET</td>
<td>Amenable to ensemble/single-molecule analysis; low sample requirements; detects rare events</td>
<td>Requires chemical modification; distance limitations</td>
</tr>
<tr>
<td>MD</td>
<td>Atomic level; long timescales (multiple microseconds accessible); user manipulable</td>
<td>Accuracy depends on force fields; still a simulation (although becoming accurate!)</td>
</tr>
<tr>
<td>Integrative Approach</td>
<td>All timescales accessible; lots of information; all above strengths</td>
<td>None, unless you don’t like collaborating!</td>
</tr>
</tbody>
</table>
Figure 2.12. Explicit MD simulation box. Improvements in software and algorithms, including dedicated machines for molecular dynamics simulations, have made microsecond-long simulations accessible. Shown is an example of a simulation box used for the simulation of PRL3 in the current work consisting of explicit water molecules (sticks) and counterions (blue spheres). Simulations were done on the University of Louisville Cardinal Cluster. This box contains about 60,000 atoms. With Anton 2, a day of simulation can cover upwards of 50 µs for this system size.
X-ray crystallography described above also provides some dynamics information by way of the temperature factors associated with experiments (82, 83). These B-factors provide a hint on potential flexibility of proteins and B-factors obtained at room temperature, indeed, correlate well with solution dynamics (82). Furthermore, algorithms have been developed that are able to fit and recognize multiple conformers in a single electron density map (84). This provides insight on the conformational equilibrium of the system under investigation. Multi-temperature and multi-conformer crystallography (MMX) capture conformational changes as a function of temperature (Figure 2.8) and a similar approach can be applied to other perturbations such as pressure, pH, ligand concentration, and other perturbations that can be applied in series (45, 84, 85).

Electron paramagnetic resonance (EPR) spectroscopy combined with site-directed spin labeling of proteins provide a way to investigate protein dynamics in diverse molecular systems with no size limit (86, 87). EPR is able to easily monitor spin label dynamics and solvent accessibility that provide information on side chain motion and secondary structures. Meanwhile, pulsed electron double resonance (PELDOR), also known as double electron electron resonance (DEER), permits the determination of the distance between a pair of spin labels (Figure 2.13A) (88–91). PELDOR/DEER ultimately provide a histogram of distances reflecting the ensemble nature of proteins. Perturbations that alter the conformational energy landscape of a protein are reflected as changes in the characteristic of the histogram and the relative populations and distributions of detected states (Figure 2.13B).
Figure 2.13. Distance distributions from DEER. PELDOR/DEER requires the incorporation of spin labels (represented here as red spheres). The distance between a pair of spins is then measured. In this hypothetical protein scenario, perturbing Condition A and putting the protein in Condition B increases the separation between the labelled helices by almost 2 nanometers (A). This is reflected in the shift in plot of P(r) vs. distance towards longer distances (B). It is also possible to have both states highly populated in each condition and are in equilibrium with each other (not shown). (PDB: 3TT1, 3TT3)
Förster resonance energy transfer (FRET) is a method that can interrogate protein dynamics at the ensemble or single molecule (smFRET) level. It relies on non-radiative energy transfer between two fluorescent probes – a donor and an acceptor – reporting on their intervening distance (Figure 2.14) (92). smFRET is particularly powerful in resolving transition between states and unlocking kinetics information that is not accessible in ensemble-based experiments such as PELDOR/DEER (93–95).

In the era of integrative structural biology, these aforementioned methods can be used to complement each other as well as other techniques including small angle X-ray scattering, hydrogen-deuterium exchange mass spectrometry, and NMR (discussed in its own chapter), among others to fully characterize the dynamics of biomolecules and how they relate to their structures and functions (49, 50, 54, 96).
Figure 2.14. smFRET monitoring DNA bending and nuclease activity. FRET relies on the energy transfer (E) between donor (D) and acceptor (A) fluorophores. In single molecule FRET, transition between states is resolved and not ensemble averaged. This permits for the monitoring of conformational changes as perturbations happen. Here, a flap endonuclease (FEN1), initially bends the substrate, non-equilibrated (NonEQ) DF-6,1\textsubscript{flap}, prior to cleavage. Each step is clearly resolved in the time series. The reaction was monitored using an Alexa Fluor-647 acceptor (red star) and a Cy3 donor (green star). This image was adopted from Figure 2A of Rashid, et al. (2017) eLife 6:e21884, licensed under CC-BY-4.0. Image was cropped without further modification.
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This chapter presented a brief overview of proteins and the structural biology toolkit to study the structure and dynamics of proteins. All of these tools have their advantages and limitations, and each contribute a view of protein structures and their motions. As the ‘low-hanging fruits’ of structural biology are addressed, advances in these tools and ways to integrate them will usher in significant advances in the understanding of the relationships between protein structure, function, and dynamics.
“The complementarity of NMR to other structural techniques is such that as they continue to advance so too will the utility of NMR. If anything, NMR is far more valuable today than it was even a decade ago.”

Lewis Kay

The FASEB Journal 2018 (97)

The ability of NMR to study proteins in solution at atomic resolution and without any need for modification definitely gives it an edge over other techniques, especially in the dynamics of proteins. In addition to conventional structure determination, NMR is particularly useful in probing dynamics across a wide range of temporal scales, from picoseconds to hours and beyond (36, 98, 99). In this chapter, methods that are used in this body of work are discussed, as well as some other applications that are related to drug discovery, structure determination, and the study of protein dynamics. Note that most discussions will be limited to the applications rather than the theory and practical aspects.
**Solution structures of proteins.** Structure determination by NMR relies on the collection of distance and orientational restraints and the implementation of these restraints in structure calculation (30, 100–102). In structure calculation software like CYANA, the structure calculation method is implemented as a minimization problem using a target function and the experimental constraints, starting from a polypeptide chain (30, 102). Thus, NMR structure determination requires that as many chemical shifts are assigned as possible.

Structure determination typically starts with the sequential assignment of all backbone resonances, as well as assignment of side chain resonances. These are usually accomplished using a set of routinely used 2D and 3D NMR experiments (103–106). These set of multi-dimensional experiments use correlations among resonances, such as that between the amide proton and amide nitrogen in the HSQC experiment discussed in Chapter 1, that aid in sequential and side chain assignments. An example of a 3D experiment that is most routinely used for backbone assignment is the HNCA which uses correlations from the amide proton, amide nitrogen, and alpha carbons in the backbone. This will be discussed further in the next chapter, particularly applied to the systems studied in the current work.

The distance restraints used in NMR structure calculations are also referred to as NOE distance restraints, for ‘nuclear Overhauser effect’ (102, 107). The NOE arises from the interaction of two spins that are within close proximity such that transfer of nuclear spin polarization from one spin to another can occur via cross relaxation (108, 109). The dependence on distance is a consequence of the fact that dipole-dipole interactions are distance dependent. The intensities of NOE
cross-peaks are related to the distances between the spins. While the intensities do not translate to an exact distance between the interacting spins, they can be converted to a distance interval that are as restraints in structure calculations (107). Observable NOEs are typically confined to about 5 Angstroms of distance between two interacting spins.

Meanwhile, orientational restraints can be obtained from residual dipolar couplings (RDCs), discussed more below. RDCs provide long-range orientational information as opposed to the distance-limited NOEs (110, 111).

Other restraints typically used in NMR structure determination are dihedral angle restraints obtained from $J$ couplings, chemical shifts which provide insights on the secondary structure, and hydrogen bond restraints (28, 30, 101, 105, 112).

All available information is used in an iterative structure calculation process that relaxes a random structure until all available experimental restraints are satisfied. As the restraints are provided as intervals – NOE and $J$ couplings, for instance, do not provide exact distances and torsion angles – the final calculations yield multiple structures that satisfy the experimental restraints. Typically, the twenty structures with the lowest energy after minimization, all equally valid solutions, are selected (Figures 2.5 and 3.1) (30, 112).
**Figure 3.1. Solution NMR structure.** The solution structure of human guanylate kinase in its open form. The individual, equally valid members of the structural bundle are shown. NMR restraints, such as the NOE, are employed as an interval or an allowable range, resulting in the minimization yielding multiple solutions. This also allows NMR to be suitable in the study of IDPs as shown in **Figure 2.5**. (PDB: 6NU1)
The collection of a large number of datasets can make structure determination by NMR tedious but the lack of need for protein crystals makes it a powerful tool for proteins that are not amenable to crystallization. Automation of the structure determination process is an on-going area research, as well as the use of NMR observables in combination with other techniques (as alluded to by the introductory quote from Lewis Kay) make the process more accessible, even for larger proteins (29–31, 101).

**NMR and accessible time window for protein dynamics.** Protein dynamics occur at a wide range of temporal scales (35, 36, 38, 113, 114). Atomic vibrations, for instance, occur on the order of femtoseconds, while some protein folding events can take up to minutes or even hours. Molecular tumbling can occur in the picosecond-nanosecond timescale and collective motions typically occur in the picosecond to millisecond regime. Larger amplitude conformational changes, meanwhile, usually happen on the order of microseconds to milliseconds or longer (114).

As mentioned, NMR is a tool that is suitable to interrogating these vast temporal scales, and thus to probe protein dynamics (Figure 3.2). Some of the methods used in the study of dynamics, focusing on those used in this body of work, will be discussed more in this chapter.
Figure 3.2. NMR accessible timescales. NMR is able to probe a wide range of timescales. Relaxation experiments ($R_1$, $R_2$, $hetNOE$) can detect fast motions up to the overall tumbling motion, $\tau_c$. Conventional relaxation dispersion (RD) experiments can detect slower motions but are currently limited to motions no faster than $\sim 40 \mu$s. Meanwhile, residual dipolar couplings (RDC), cross-correlated relaxation rates (CCR), J-couplings, paramagnetic relaxation enhancement (PRE), and chemical shifts can quantify the amplitude of motions from fast to slow, including the gap from about to $\tau_c$ to approximately 40 $\mu$s, which has been referred to as the ‘hidden’ time window. However, these quantifications do not include the characterization of kinetics, such as conformational interconversion or molecular recognition occurring within this hidden time window. The high-power RD recently developed has now allowed characterization of motions as fast as $\sim 3 \mu$s, and even faster motions at $\sim 400$ ns under super-cooled conditions. Image by David Ban (unpublished).
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NMR relaxation methods provide ideal tools for studying motions faster than rotational correlation time or tumbling time, $\tau_c$, of a protein, which is approximately several nanoseconds (115). The tumbling time refers to the average time it takes for a protein to rotate in solution. This value is dependent on protein size and shape and the viscosity of the solution. The amplitudes of these motions are quantified with the Lipari-Szabo ($S^2$) order parameter (116). Such motion has been proposed to contribute mostly to the entropy of proteins. Slow time scale motion, from around 40 $\mu$s to several ms can be probed by relaxation dispersion (RD) measurements (117). Such RD experiments are sensitive to conformational changes of proteins. Slow time scale motions have also been detected in several cross-correlated relaxation experiments (118, 119). Motions slower than the millisecond time scale are usually not averaged out in the chemical shift scale and thus, exhibit distinct peaks. By following these peaks using techniques such as exchange spectroscopy (EXSY), chemical exchange saturation transfer (CEST), and real time experiments, dynamics can be also investigated (117, 120, 121).

A time range of approximately four orders of magnitude, from $\tau_c$ to 40 $\mu$s, was “hidden” due to the lack of tools required to make experimental observations within this time range in physiological environment (117, 122, 123).

Important methods have been developed to access dynamics occurring within the hidden time window: residual dipolar couplings (RDC), cross-correlated relaxation (CCR) rates, scalar (J) couplings, paramagnetic relaxation enhancement (PRE), and chemical shifts (119, 122, 124–128). Particularly, with the model-free analysis of RDCs, the hidden time dynamics of ubiquitin have been
probed with RDCs using multiple alignment media and were found to be important for molecular recognition process between proteins (129–131).

**NMR relaxation and the order parameter.** NMR relaxation methods such as longitudinal \((R_1)\) and transverse \((R_2)\) relaxation methods are observables that report on global and local dynamics that occur in the picosecond-nanosecond timescale, or fast motions in proteins (115). These two relaxation events were discussed in Chapter 1 \((T_1\) and \(T_2\), corresponding to longitudinal and transverse relaxation times, respectively). Briefly, \(R_1\) relates to the recovery of the bulk magnetization, while \(R_2\) relates to the decay of the transverse magnetization (Figure 1.5B). Heteronuclear NOEs (hetNOE), meanwhile, are the most sensitive among the NMR relaxation observables to fast internal motions. Another observable used in studying these internal dynamics is the transverse cross-correlated relaxation rate \((\eta_{xy})\) (115, 132–134).

The aforementioned NMR relaxation parameters contain information that reports on the fast internal dynamics of bond vectors within a protein under study. Using the model-free formalism, these relaxation parameters can be analyzed and summarized as an order parameter, \(S^2\), which describes the spatial restriction of the motion of a bond (116). This order parameter ranges from 0 to 1, with 1 corresponding to perfectly rigid. Importantly, this order parameter reports on motion in the picosecond-nanosecond timescale (135, 136).

A spectral density function is used to fit the relaxation data. In this study, five models are considered, and the relaxation parameters are expressed as linear
combinations of a spectral density function \((135, 137, 138)\). Three versions of the spectral density functions are used and are as follows.

\[
J_1(\omega) = \frac{2}{5} \frac{S^2 \tau_c}{1 + (\omega \tau_c)^2}
\]

\[
J_2(\omega) = \frac{2}{5} \left( \frac{S^2 \tau_c}{1 + (\omega \tau_c)^2} + \frac{(1 - S^2)(\tau_{fast})}{1 + (\omega \tau_{fast})^2} \right)
\]

\[
J_3(\omega) = \frac{2}{5} \left( \frac{S_f^2 S^2 \tau_c}{1 + (\omega \tau_c)^2} + \frac{S_f^2 (1 - S^2) \tau_{slow}}{1 + (\omega \tau_{slow})^2} \right)
\]

The overall molecular tumbling time is \(\tau_c\). Meanwhile, \(\tau_{fast}\) and \(\tau_{slow}\) capture fast \((\tau_e, < 150 \text{ ps})\) and slow \((\tau_c > \tau_s > \tau_e)\) internal motions.

\[
\tau_{fast} = \frac{\tau_c \tau_e}{\tau_c + \tau_e}
\]

\[
\tau_{slow} = \frac{\tau_c \tau_s}{\tau_c + \tau_s}
\]

The NMR relaxation parameters, \(R_1\), \(R_2\), hetNOE, and \(\eta_{xy}\) are expressed as linear combinations of a spectral density, depending on the model. The models and corresponding parameters are summarized in Table 4. The best model was selected using the Akaike’s Information Criterion (AIC) described below \((135, 138)\).

\[
AIC = \sum_{i=1}^{n} \left[ \frac{(R_i - R_i')^2}{\sigma_i^2} \right] + 2k
\]
Here, $R$ represents the experimental data and $R'$ the back-calculated data for data of size $n$ at each residue $i$. The number of adjustable parameters is taken into consideration as $k$, while experimental error is $\sigma$.

The generalized order parameter, overall, describes the dynamics of a bond vector at the picosecond to nanosecond timescales using NMR relaxation parameters (116).
Table 4. Model-free models used.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Parameters</th>
<th>Spectral Density Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{S^2, \tau_c}</td>
<td>( J_1(\omega) = 2 \frac{S^2\tau_c}{5} \frac{1}{1 + (\omega \tau_c)^2} )</td>
</tr>
<tr>
<td>2</td>
<td>{S^2, \tau_e, \tau_c}</td>
<td>( J_2(\omega) = 2 \frac{S^2\tau_c}{5} \frac{1}{1 + (\omega \tau_c)^2} + \frac{(1 - S^2)\tau_{fast}}{1 + (\omega \tau_{fast})^2} )</td>
</tr>
<tr>
<td>3</td>
<td>{S^2, R_{ex}, \tau_c}</td>
<td>( J_1(\omega) = 2 \frac{S^2\tau_c}{5} \frac{1}{1 + (\omega \tau_c)^2}, R_2 = R_{2,0} + R_{ex} )</td>
</tr>
<tr>
<td>4</td>
<td>{S^2, \tau_e, R_{ex}, \tau_c}</td>
<td>( J_2(\omega) = 2 \frac{S^2\tau_c}{5} \frac{1}{1 + (\omega \tau_c)^2} + \frac{(1 - S^2)\tau_{fast}}{1 + (\omega \tau_{fast})^2} )</td>
</tr>
<tr>
<td>5</td>
<td>{S^2, S^2_f, S^2_s, \tau_s, \tau_c}</td>
<td>( J_3(\omega) = 2 \frac{S^2_f S^2\tau_c}{5} \frac{1}{1 + (\omega \tau_c)^2} + \frac{S^2_f (1 - S^2)\tau_{slow}}{1 + (\omega \tau_{slow})^2} )</td>
</tr>
</tbody>
</table>
Some comments on the hidden time window. The ‘hidden time’ window is a range that covers approximately four orders of magnitude from the overall tumbling time (nanoseconds) to up to 40 µs. This window is so-called ‘hidden time’ as is inaccessible by conventional experimental methods. In particular, the kinetics of motions occurring within this timescale has not been accessible (99, 117). Interestingly, motion occurring within this window has been shown to be critical for biological function. RDCs, discussed further below, are able to characterize the amplitude of motions occurring within the ‘hidden time’ window and has been used to show that such motions are involved in molecular recognition in ubiquitin (123, 139). While RDCs are able to capture the amplitude of motions from picoseconds to milliseconds including ‘hidden time,’ RDCs are not able to provide any information on the kinetics of motions.

Some advances (very briefly covered below) in relaxation dispersion experiments, however, have started pushing the limits of NMR well into the hidden time scale. That said, with the evidence that motions within this regime are important to function, there is no doubt that continued advances in methodology will eventually be able to probe the amplitude and kinetics of hidden time dynamics.

CEST and invisible states. When proteins undergo conformational exchange, they do so by adopting unique conformations that result in distinct magnetic environments for their spins (Figure 3.3A, B). This can be detected by various NMR experiments, including relaxation dispersion (discussed below) and chemical exchange saturation transfer (CEST) (99, 117).
Figure 3.3. Overview of the CEST experiment. Consider a system in chemical exchange where the population of the major conformation is >95% and $k_{ex} = k_a + k_b$ (A). The magnetic environment of spins in the major and minor conformations are distinct and would lead to unique peaks in the HSQC. The red peak corresponds to a typical signal observed in a $^1$H,$^{15}$N-HSQC, and corresponds to a spin in the major conformation. Meanwhile, the spin corresponding to the minor conformation, the light blue signal, is in a distinct position, but is not visible due to its low population. The CEST experiment works by applying a weak RF field, $B_1$, at varying transmitter frequencies that sweep the entire $^{15}$N spectral width. The scenario when the fields are applied on resonance to the major peak and to the minor peak are illustrated with lightning and yellow dashed lines representing the transmitter frequency (B). The ratio of the intensities in the CEST experiment are normalized to a reference spectrum. When the field hits the peak, it modulates the signal leading to a dip in the CEST profile (C). The CEST profile is for the red residue in B. When the CEST field is applied where the invisible spin ‘ought to be,’ another minor dip is observed in this CEST profile due to saturation transfer between the exchanging major and minor states.
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In a simple two-state exchange, a protein may adopt state A or state B, potentially resulting in a spin experiencing a unique magnetic environment for each state (Figure 3.3B). Originating in the 1960’s, ‘saturation transfer’ experiments showed that perturbation of a spin in state A results in a transfer of the perturbation to the corresponding exchanging spin in state B due to chemical exchange (140).

In the study of protein dynamics, the most widely implemented version of CEST is the amide $^{15}$N CEST measurement. Here, a series of weak $B_1$ fields is applied at varying $B_1$ offsets covering the entire amide region of the system under investigation (Figure 3.3B) (141). These fields are applied for time, $T_{EX}$. Exchange is detected by plotting the intensities of the signals, $I$, to a reference intensity, $I_0$, at $T_{EX} = 0$. A dip in this plot, which occurs when there is a loss of intensity (lower $I$) is observed when the weak-continuous-wave field is resonant with the exchanging spins (Figure 3.3C). CEST is able to detect ‘invisible’ or excited states – those that are very lowly populated and transiently formed (141). CEST is useful in detecting these invisible states and quantifying the kinetics of exchange that are within the millisecond-second timescale. In addition, CEST profiles also provide information on the longitudinal and transverse relaxation rates. It was recently shown that the $R_1$ and $R_2$ rates from CEST, parameters that report on the picosecond-nanosecond timescales as described above, are of sufficient accuracy and precision to be used to characterize protein dynamics within these timescales (142).

Overall, CEST is a powerful NMR method that is able to characterize slowly exchanging processes by providing not only exchange rates but also chemical shift information on invisible states. Furthermore, and as is used in this study, CEST
allows for the rapid determination of relaxation rates that characterize fast timescale backbone dynamics in a single measurement.

**High power relaxation dispersion.** Another NMR method used to probe chemical exchange is relaxation dispersion (RD). RD spectroscopy is able to capture motions occurring from about 40 µs to milliseconds. These motions are slower than the internal fast dynamics captured by NMR relaxation methods and also slower than molecular tumbling but faster than the motions captured by CEST. RD spectroscopy provides information on the kinetics ($k_{ex}$), thermodynamics (population of states), and structure (chemical shifts) of a protein at atomic resolution (99, 117, 120).

Similar to CEST, RD experiments exploit the distinct conformational states of a system undergoing chemical exchange (**Figure 3.4A**). This chemical exchange between non-equivalent spin states generates another source of relaxation that contributes to the linewidth of resonances (120). This contribution, $R_{ex}$, is included in the effective transverse relaxation rate, $R_{2,eff}$, such that it is now enhanced compared to the intrinsic relaxation, $R_{2,0}$. The exchange contribution can be determined using Carr-Purcell-Meiboom-Gill (CPMG) or transverse rotating frame experiments (143, 144).
**Figure 3.4. Overview of the CPMG experiment.** Consider a system in chemical exchange where the population of the major conformation is >95% (A). The magnetic environment of spins in the major and minor conformations are distinct and the chemical shifts are unique, like the case in **Figure 3.3** for the CEST experiment. In a CPMG RD measurement, the spacing between a series of refocusing (180°) pulses (black rectangles) are varied over a series of measurements where the relaxation time period is constant. Consider the extreme cases in (B) where the 180° pulses in (1) have more spacing between them than in (2). If there is chemical exchange occurring in between the pulses, the result is a loss in intensity (an increase in peak linewidth), and manifests as an increase in $R_{2,eff}$ due to the contribution from $R_{ex}$. When there is less time between pulses such as in (2) where there are more 180° pulses, the chances that exchange will occur in between pulses is lower, no loss in intensity is observed. The effect of the pulses in (B) correspond to the data point in (C) with the matching number. The red circles can be fit to an RD curve. If no exchange is happening, there will not be an RD curve. Accurate measurement of the exchange contribution requires that it be fully quenched, resulting in only $R_{2,0}$ contributing to the linewidth. High-power CPMG RD, where in the extreme case there is no spacing in between the 180° pulses, ensures this for systems that exchange in the lower microsecond to millisecond timescales.
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In CPMG experiments, chemical exchange (Figure 3.4A) manifests as a dispersion curve in a plot of the dependence of $R_{2,\text{eff}}$ on the applied CPMG frequency. The CPMG experiment involves the application of a refocusing 180° pulse that is repeated with varying inter-pulse delay, $\tau_{cp}$, that is related to the CPMG frequency.

$$v_{CPMG} = \frac{1}{\tau_{cp}}$$

This CPMG frequency manipulates the exchange contribution (Figure 3.4B). At higher frequencies, the contribution is dampened until it is completely quenched to $R_{2,0}$. Spins that do not undergo conformational exchange within the detectable timescales do not show any dispersion (Figure 3.4C) (143). The exchange contribution depends on the population weighted chemical shift variance, $\phi_{ex}$, such that some residues that are involved in chemical exchange might not be detected if the chemical shift difference ($\Delta\omega$) between the two states is small.

$$\Phi_{EX} = p_A p_B \Delta\omega^2$$

The conventional CPMG can apply up to a 1.5 – 2.0 kHz CPMG ($^{15}$N) frequency, although in the case of faster motions this is sometimes insufficient to quench the exchange contribution. This limits the detectable motions to those occurring no faster than ~40 µs (99, 117, 145). In this work, we employ high-power CPMG
extending the frequency limit to up to 6 kHz, covering up to 25 µs of motion for the 
\( ^{15}\text{N} \) nuclei (99, 117, 145).

After identifying spins that undergo chemical exchange based on dispersion in 
their CPMG profile, the spins are fit to various models to extract kinetic parameters 
(146). Under fast exchange, for instance, the dispersion profile can be fit to the 
Luz-Meiboom (LM) exchange model (147).

\[
R_{2,\text{eff}} = R_{2,0} + \frac{\Phi_{EX}}{k_{ex}} \left( 1 - \frac{4\nu_{CPMG}}{k_{ex}} \tanh \left( \frac{k_{ex}}{4\nu_{CPMG}} \right) \right)
\]

In this model, \( R_{2A} \) and \( R_{2B} \) are the intrinsic relaxation rates for states A and B, 
respectively and \( k_{ex} \) is the exchange rate between states A and B (143, 148). Other 
models used to fit relaxation dispersion data include Bloch-McConnell and Carver- 
Richards (CR) (146, 149, 150). LM and CR are simplifications of the Bloch- 
McConnel equations which provides a general solution but is computationally 
expensive. CR is used to fit data in slow exchange.

Relaxation dispersion methods continue to be improved and its coverage 
extended into faster motions within the ‘hidden’ timescales. As discussed above, 
for \( ^{15}\text{N} \), this limit is currently at 25 µs. However, using other nuclei, faster motions 
can be accessed such as \( ^{13}\text{C} \) up to 10 µs and \( ^{1}\text{H} \) up to 2.5 µs (122, 145). The use 
of nanoparticles has also been explored to modulate chemical exchange of a 
system to be detectable by RD (151, 152).

It is worth noting that, in practice, a CPMG experiment is not routinely applied 
on systems without any indication of chemical exchange. Evidence for chemical
exchange may include increased line broadening or data that fit into models that include an exchange, $R_{ex}$, term in the model-free analysis.

**More on Residual Dipolar Couplings.** Residual dipolar couplings (RDCs) were initially implemented as orientational restraints, as discussed in previous sections (110). RDCs arise from the dipolar coupling of two spins in a magnetic field. The bond vector connecting the interacting spins form an angle with the external magnetic field (Figure 3.5A). RDCs report on the orientation or direction of this bond vector (110, 123).

\[
D_k^{exp} = D_{ij}^{max} \langle (3 \cos^2 \theta_k - 1)/2 \rangle
\]

\[
D_{ij}^{max} = -\frac{\mu_0 \gamma_i \gamma_j \hbar}{4\pi^2 r_{ij}^3}
\]

Here, $\mu_0$ is the permeability of vacuum, $\gamma_x$ is the gyromagnetic ratio of spin $X$, $\hbar$ is the reduced Planck’s constant, $r_{ij}$ is the distance between nuclei $i$ and $j$, and $\theta_k$ is the angle between the inter-nuclear vector and the magnetic field $B_0$. For the N-H N bond vector, the distance is assumed to be fixed at 1.02 Angstroms.
Figure 3.5. Residual dipolar coupling in partially aligned media. Dipolar couplings result from the interaction of two spins in a magnetic field. The vector connecting the two interacting spins, not necessarily bonded, forms an angle with the external magnetic field, which itself is defined to be along the $z$-axis (A). In an isotropic solution, these dipolar couplings are randomly oriented, and no residual dipolar coupling (RDC) is observed (B). In an alignment media (such as bicelles, phages, or in the presence of DNA), partial molecular alignment is induced and the RDC does not average out to zero. Note that the number of molecules aligned in this diagram is an exaggeration to emphasize alignment. In practice, only 0.1-1% of molecules are aligned (C).
The dependence of RDCs on \((3\cos^2\theta - 1)\) with respect to the external magnetic field means that they are averaged out in solution because of isotropic molecular tumbling (Figure 3.5B). Thus, RDCs are collected under anisotropic environments where proteins are placed in media that induces partial alignment. In these conditions, where roughly 0.1-1% of the protein molecules are aligned to the magnetic field, RDCs are not averaged out to zero (Figure 3.5C) \((110, 111, 153)\). \(D_{\text{NH}}\), RDCs describing the N-H amide bond vector, can by collected from IPAP-type HSQC experiments, which allow for reduced spectral overlap \((111, 154)\). Two types of data sets are needed. The first is an in-phase (IP), which is the same as the HSQC discussed in Chapter 1 without proton decoupling to \(^{15}\text{N}\) during \(t_1\) evolution. The second is an anti-phase (AP), where an extra INEPT step is used to transfer the anti-phase term to an in-phase term prior to \(^{15}\text{N}\) evolution. These two spectra are then used to derive two HSQC-type spectra (one by adding these two, the other by subtracting them). Both the IP and AP experiments are collected under two conditions, isotropic and in the presence of an alignment media. In the isotropic condition, the \(^{15}\text{N}\) chemical shifts are displaced by \(J_{\text{NH}}\). With partial alignment, the chemical shifts are displaced by an additional, \(D_{\text{NH}}\), the RDC (Figure 3.6).
Figure 3.6. Extracting couplings using IPAP-type experiments. Two experiments – an in-phase (IP) and anti-phase (AP) are collected to extract RDCs and to reduce spectral overlap. These are collected with proton coupling, resulting in splitting in the nitrogen dimension. Two HSQC-type spectra are derived from these as the sum (IP + AP) and difference (IP – AP). These are then overlaid, and the splitting corresponds to the coupling (A). In an alignment media, residual dipolar coupling can be determined by taking the difference between the splitting in alignment media and the scalar coupling determined from isotropic conditions in A (B).
Since RDCs report on the orientations of all internuclear vectors with respect to a single alignment tensor, RDCs are able to provide global orientational restraints, as discussed above. Furthermore, since RDCs reflect ensemble averaged dipolar couplings covering timescales up to milliseconds, they can also inform ensemble minimization. RDCs, for instance, were used to generate an ensemble of unliganded ubiquitin that covered the known conformational heterogeneity of ubiquitin bound to all of its known binding partners in the PDB (123, 139).

Thus, in structure determination, RDCs provide orientational restraints that complement and supplement NOE distance restraints (<~5 Angstroms). In the study of protein dynamics, the power of RDC analysis lies on its ability to cover a wide range of timescales, including an inaccessible ‘hidden’ time, that are relevant to protein function, including molecular recognition and potentially enzyme kinetics.

**Fingerprint spectra and detecting protein interactions.** One of the simplest, and perhaps routine, NMR experiments done in most, if not all, biochemistry labs that work on proteins is an HSQC measurement, particularly a correlation between \(^1\)H and \(^{15}\)N, typically referred to as a fingerprint spectrum (155). The details of the HSQC experiment have been discussed in Chapter 1 and a simplified schematic is again shown in Figure 3.7. In a \(^1\)H, \(^{15}\)N-HSQC, all N-H correlations are observed, covering all backbone amide groups, as well as side chains from tryptophan, asparagine, glutamine, arginine, and lysine. The number of detectable peaks, therefore, can be predicted from the primary sequence of the protein. Prolines
contain a secondary imine group, where the side chain connects to the backbone nitrogen, and thus, do not show up in the HSQC. Providing backbone and sidechain information, this fingerprint spectrum is typically the first NMR spectra collected and can be used for assessing the viability of a system for NMR studies, the folding state of the protein, or for screening interactions.
Figure 3.7. Schematic for $^1$H, $^{15}$N-HSQC. The magnetization starts on the proton and is transferred, via scalar coupling to the attached $^{15}$N amide nitrogen. The chemical shift is evolved on the nitrogen before magnetization is transferred back to the proton for detection. The protein needs to, at least, be $^{15}$N-labelled.
A similar experiment, $^{1}\text{H},^{15}\text{N}$-TROSY (for transverse relaxation optimized spectroscopy), has also been developed for larger systems (34). Larger molecules simply will have more signals causing spectral overlap and generally tumble slower in solution leading to a fast transverse relaxation rate translating to a broader linewidth and poorer signal-to-noise ratio. TROSY alleviates these issues by constructive use of the chemical shift anisotropy (CSA) and dipole-dipole (DD) coupling interference. In an HSQC that is collected without decoupling, the peaks will appear as a multiplet due to $J$ coupling, with varying linewidths due to contributions from different relaxation mechanisms. TROSY selects for the slowest relaxing multiplet component, which is the sharpest peak, thus extending the applicability of NMR to larger systems at higher magnetic fields (Figure 3.8). The advantage of TROSY over HSQC is best observed with larger proteins at high magnetic fields.
Figure 3.8. HSQC versus TROSY peak. In practice, as discussed in Chapter 1, an HSQC is run with decoupling resulting in a single $^1$H-$^{15}$N cross peak (decoupled HSQC). Without decoupling, the peak is split into four corresponding to different relaxation rates due to combined effects of chemical shift anisotropy (CSA) and dipole-dipole coupling. This is illustrated in the coupled HSQC where the single peak in the decoupled spectrum is split into four with varying linewidths. The TROSY experiment selects for the peak in the lower right (TROSY).
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The HSQC/TROSY peaks are assigned using a set of three-dimensional experiments for sequential assignment, such as an HNCA (correlates backbone nitrogen to its alpha carbon and that of the preceding residue) and HNCO (correlates backbone nitrogen to the carbonyl carbon of the preceding residue), among others. The assignment of the fingerprint spectrum is necessary for structure determination as mentioned in previous sections, but also provides further information that can be used to evaluate protein interactions. For instance, chemical shift perturbation in TROSY/HSQC can be used to screen for binders such as in protein-observed drug screens used in Chapter 5. Chemical shifts are sensitive to their molecular environment. As such, ligand or drug binding can be detected in HSQC/TROSY and manifests as peak shifts. Typically, residues exhibiting significant chemical shift perturbation are within or close to the binding pocket. Any allosteric effects of binding are also detected. Chemical shift perturbations are calculated as the Euclidean distance between the peaks, typically with a scaling factor for the $^{15}$N chemical shift. The scaling factor, $\alpha$, is the ranges from 0.10 to 0.45, but is most commonly set to 0.14. This is based on the difference in the range of backbone nitrogen and amide proton chemical shifts (156).

$CSP = \sqrt{\frac{1}{2} \left( \delta_H^2 + (\alpha \delta_N^2) \right)}$
In addition to detecting an interaction, identifying binding sites, and identifying potential allosteric involvement, the fingerprint spectrum is also used to characterize binding affinities by NMR titration. It is worth noting that detection of interaction does not, technically, require any assignments as any difference in the unbound and bound spectra will indicate the presence of an interaction. However, to extract more useful information such as binding site information, an assignment is necessary. Performing NMR titration on an assigned spectrum also provides information that will support assignment of the bound form.

As with any titration method, small amounts of the ligand are titrated into the NMR tube with the protein sample and a HSQC or TROSY is collected for each titration point. The data can then be fit into an equation that describes the relationship between chemical shift and ligand concentration to derive the binding affinity constant, $K_D$ (156). Assuming a two-state binding where the ligand/protein is either bound or free, the data can be fit to the following equation where $P_T$ and $L_T$ refer to the total concentration of the protein and the ligand, respectively.

$$\Delta \delta_{\text{obs}} = \Delta \delta_{\text{max}} \frac{([P]_T + [L]_T + K_D) - 
\left([([P]_T + [L]_T + K_D)^2 - 4[P]_T[L]_T\right)^{\frac{1}{2}}}{2[P]_T}$$

Here, $\Delta \delta_{\text{max}}$ refers to the maximum chemical shift difference upon saturation of the ligand, and $\Delta \delta_{\text{obs}}$ is the change in the observed chemical shift in the free state. During the fitting process, $\Delta \delta_{\text{max}}$ is typically fit as a local variable (per residue) as the true value may not be reached in the experiment, while $K_D$ is fit globally.
Moreover, on top of binding affinity, the behavior of the peaks during the titration also reveals the timescale of ligand binding (Figure 3.9) (156, 157). The equation above is used for titrations in fast exchange, but several tools have been developed to characterize binding affinities under any exchange regime (158). Finally, in the fast exchange, peaks move linearly. A non-linear plot can indicate multiple interactions, multiple binding sites, or other complicated mechanisms (156). Titrations may therefore provide a lot of information about the binding between the protein of interest and its binding partner.

Clearly, even the simplest and most routine of NMR experiments can provide significant information in the study of proteins and their interactions. Thus, the HSQC/TROSY experiments should be routine in any biochemistry lab that studies protein interactions.
Figure 3.8. Exchange regimes in NMR titration. Ligand binding can occur in the fast, intermediate, or slow exchange regime in NMR. A sample titration in both 2D (left) and the 1D projection (right) with increasing exchange from slow (top) to fast (bottom). In the fast regime, the peaks move smoothly and linearly in response to increasing amount of ligand. Meanwhile, in slow exchange, the peak corresponding to the free protein decreases as ligand is titrated. The peak corresponding to the bound form concurrently increases in intensity. The peaks can be used to estimate the amount of protein bound. In the intermediate cases, the lineshapes are more complicated but are typically broadened. This image was adopted from Figure 1b,c of Waudby, et al. (2016) Sci. Rep. 6:24826, licensed under CC-BY-4.0. Image was cropped and panels rearranged and resized without further modification.
The drug discovery Swiss army knife. Borrowing the phrase from a recent publication, NMR can indeed be considered a ‘Swiss army knife’ in drug discovery with all the tools and experiments available from screening, to characterization of candidate drugs and their binding pose within the protein (159). One common application and one that will be applied in this work is protein-observed NMR using the simplest experiment described in the previous section – using the fingerprint spectrum to identify protein binders and to characterize the binding affinities, when possible (156). However, as mentioned, there are plenty of other applications that will briefly be mentioned here. Interested readers are encouraged, as always, to look at recent reviews that cover a vast majority of the methods described here, as well as others (160–162).

Fragment-based drug discovery is an approach that begins with identifying smaller molecule fragments, typically no bigger than 300 Daltons (163–165). Due to their smaller size, binding to target proteins is weak in the low micromolar to millimolar range. NMR is well suited for detecting even these weak interactions and is thus used in the identification of promising fragments. From these hits, additional fragments that can potentially be linked to the original fragments may be identified, or the fragment can be used as a backbone for drug development (Figure 3.10).
Figure 3.10. Principle of fragment-based drug discovery. Small fragments that weakly bind to a target protein can still be detected by NMR. In protein-observed fragment screening, three small molecules that perturb different parts of the spectra, and thus, bind to different parts of the protein, may be identified. These three molecules – the green triangle, purple circle, orange rectangle – individually will bind weakly to the protein. If their binding sites are close to each other, the fragments can be linked yielding a higher affinity molecule. NMR can be used in each step, from fragment identification, to validation and characterization of the high affinity molecule. The blue sphere represents a part of the protein and the white portions the druggable pocket.
In Structure Activity Relationship (SAR)-by-NMR, for instance, one approach is to use the fingerprint spectrum \(166, 167\). Fragments that bind to the target protein will induce CSPs in their binding sites. Two fragments that induce CSPs in distinct sites may then be linked to yield a possibly higher affinity ligand, or a secondary screen may be performed on the complex of the protein and the first fragment. NMR is especially suited for this as it can detect these weak interactions and also provide binding site information simultaneously. Beyond fragment screening, NMR can also be used in high throughput screening (a smaller version is described in Chapter 5) especially when coupled with automation \(168, 169\).

At the same time, NMR is a tool to characterizing hits in drug discovery. The ability of NMR to determine binding affinity has already been discussed in detail in the previous section, using an NMR-monitored ligand titration. On top of that, there are ligand-based or ligand-observed methods that allow accurate characterization of protein binding. Some of these include saturation transfer difference (NMR-STD) and WaterLOGSY (Figure 3.11). NMR-STD yields a difference spectrum of the ligand obtained from the difference between the reference spectrum of the ligand and a spectrum collected under saturation of receptor signals \(170, 171\). If the ligand is bound to the receptor, the perturbation on the receptor can be transferred to the ligand resulting in modulated signals. Signals of molecules that do not bind, or chemical entities within a ligand that do not interact with the receptor, will cancel out (Figure 3.11A). This method therefore informs chemical screening as well as chemical optimization, such as through structure-activity relationships (SAR). Meanwhile, WaterLOGSY relies on the transfer of magnetization from excited
water molecules to the ligand, which may occur directly or via initial transfer to the proteins and onto the protein-bound ligands (172, 173). Molecules or fragments that interact with the protein appear as having negative signals (Figure 3.11B). Thus, similar to NMR-STD, WaterLOGSY can also be used for screening and optimization of small molecules.
Figure 3.11. Examples of WaterLOGSY and STD-NMR. STD-NMR was used to identify drug fragments that bind to the adenosine A2A receptor (A2AR). The difference spectrum, labelled STD, indicate binding if there is no loss of signal. Fragments 12, 13, 14, and 15 show strong binding, while fragment 11 is a weak binder at best. This image was adopted from Figure 4c of Igonet, et al. (2018) Sci. Rep. 8:8142, licensed under CC-BY-4.0. Image was cropped without further modification. (A). WaterLOGSY shows that compound 3344 binds to KRAS, as seen in the negative signals. Addition of the anti-RAS single chain variable fragment (scFv) blocks this binding. This image was adopted from Supplementary Figure 3E of Bery, et al. (2018) eLife 7:e37122, licensed under CC-BY-4.0. Image was cropped without further modification (B).
Thus, NMR finds an application in every aspect of drug discovery from molecule/fragment screening to optimization and characterization. Not to mention, atomic-level characterization of small molecules is also done by NMR.

In this chapter, some applications of NMR, particularly relating to the current investigations, are briefly discussed including some methods. NMR has been described as the ‘Swiss army knife’ in drug discovery, but its applications, clearly, go beyond drug discovery, and it should perhaps more aptly be the Swiss army knife of structural biology. The structural biology toolkit consists of ever improving methodologies that are able to characterize protein structure and dynamics, but NMR whether alone or in an integrative approach, remains uniquely flexible for various applications. As other techniques improve, so too shall NMR. Modern methods should be effective in studying larger proteins and protein complexes – both structures and dynamics. Computational methods, including AI-based algorithms, meanwhile, continue to improve virtual screening, but it is hard to imagine a drug discovery program that does not, at some point, employ NMR whether in the characterization of protein binding or the characterization of the small molecule.
“At this point, it should be clear that every lab aiming at obtaining a recombinant protein in E. coli should have at least a stock of the BL21(DE3) strain and vectors of the pET series.

Rosano and co.  
Protein Science 2019 (174)
pure, high quality protein products. The same is true for drug discovery, particularly in the *in vitro* screening and binding characterization. While there are several possible hosts including human cell cultures, insect cells, and yeast, the most common expression system is *E. coli*. Recombinant expression in *E. coli* has its advantages over the other expression systems (175–177). Bacteria have faster growth kinetics and high cell densities are easily achievable using controllable media. They are also more easily handled, and several well-characterized strains and plasmids have been developed for specific applications. Different rich media are available and relatively inexpensive, while chemically defined formulations are also accessible. Chemically defined media are necessary for NMR structure determination and other applications that require incorporation of stable isotopes (178). Common reagents used for labelling are listed in Table 5.
Table 5. Common reagents used for stable isotope labeling in NMR.

<table>
<thead>
<tr>
<th>Nuclei</th>
<th>Reagent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^2$H</td>
<td>D$_2$O (replacing water in media)</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>$^{13}$C-glucose*, $^{13}$C-glycerol*</td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>$^{15}$NH$_3$Cl</td>
</tr>
<tr>
<td>$^{19}$F</td>
<td>Fluorinated amino acid analogs**, TFEA (Glu)<strong>, TET (Cys)</strong></td>
</tr>
<tr>
<td>$^{13}$C (ILV)</td>
<td>Labeled ketobutyrate and ketoisovalerate*</td>
</tr>
</tbody>
</table>

* Some experiments may require selective carbon labeling.

** Using chemically defined media, during expression.

*** Chemical modification post-purification
In this work, all proteins were produced in a *BL21(DE3)* variant, *Rosetta(DE3)*. It is worth noting, however, that this system was chosen because of availability and the relatively good yield after the first pass, without need for significant optimization. For a protein that has not been purified before, any of the commonly available expression strains should work, but there is a selection for specific applications such as for systems with rare codons, those that require altered redox states for folding of proteins with disulfide bonds, or auxotrophs for incorporating non-canonical amino acids, among others (174). The *DE3* designation in these *E. coli* strains indicate that they carry the gene for the T7 RNA polymerase under the control of the lacUV5 promoter, a mutated version of the *lac* promoter in *E. coli* that works independent of any activator proteins and other *cis* elements (179). A few of the most common strains used for recombinant protein expression are summarized in **Table 6**.

In this study, the genes coding for the proteins of interest are all cloned in a modified pET28a plasmid that appends an N-terminal 6X-His tag and an TEV protease cleavage site (**Figure 4.1**). The pET family of vectors are under the control of the T7 promoter and the expression is induced by an allolactose analog, isopropyl β-D-1-thiogalactopyranoside (IPTG). There are several available plasmids, and the construct may need to be optimized for soluble expression (174).
### Table 6. Some *E. coli* strains used for expression of recombinant proteins*.

<table>
<thead>
<tr>
<th>Strain</th>
<th>General Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>BL21(DE3)</td>
<td>General protein expression; good first strain for optimization</td>
</tr>
<tr>
<td>BL21(DE3) pLysS/pLysE</td>
<td>General protein expression; Contains plasmid which expresses high (pLysE) or low (pLysE) levels of T4 lysozyme which inhibits the T7 RNA polymerase for inhibiting basal expression</td>
</tr>
<tr>
<td>Rosetta(DE3)</td>
<td>Contains pRARE, a plasmid that codes for tRNA for low-usage codons in <em>E. coli</em>; also has pLysS version</td>
</tr>
<tr>
<td>C41(DE3)</td>
<td>Has at least one mutation that prevents cell death associated with expression of toxic recombinant proteins</td>
</tr>
<tr>
<td>Tuner(DE3)</td>
<td>Expression of toxic and insoluble proteins; contains mutated lac permease for linear control of expression levels</td>
</tr>
<tr>
<td>Origami(DE3)</td>
<td>Contains highly active active thioredoxin reductase and glutathione reductase for proper folding</td>
</tr>
</tbody>
</table>

* Table adopted from Plasmids 101 by Julian Taylor-Parker from the Addgene Blog ([https://blog.addgene.org/plasmids-101-e coli-strains-for-protein-expression](https://blog.addgene.org/plasmids-101-e coli-strains-for-protein-expression)).
Figure 4.1. pET28a vector map. A modified pET28a vector was used in all experiments in the current work. Some general features of pET28a vectors are shown, including the kanamycin resistance gene, LacI gene under the LacI promoter, the origin of replication (ori), and the cloning site where the gene of interest is placed under the regulation of the T7 promoter (A). The cloning site has been modified to include a cleavable N-terminal 6X-histidine tag. The tag can be removed using TEV protease (B).
In this work, PRL3 (4-159), MDMX (7-111), and GMPK (full-length) can all be easily expressed and purified under the conditions described without further optimization. The average yield for all three proteins is 30-50 mg/L of Luria-Bertani (LB) or M9 (after four-fold concentration from LB) medium. All genes coding for the proteins were codon-optimized and synthesized (Genscript, NJ) before being sub-cloned into the modified pET28a vector (Figure 4.1). All plasmids used in this work have been verified by Sanger sequencing (Eurofins, KY) using the T7/T7 reverse primers flanking the cloning site.

For expression, the plasmid was transformed into Rosetta(DE3) (EMD Biosciences, CA). Then, a standard/routine expression protocol was followed (Figure 4.2). Transformant colonies were used to inoculate an overnight culture in LB at 25°C for 16-20 hours with shaking. The following day, main cultures were started by inoculating fresh LB with enough overnight culture to yield a starting OD600 of no more than 0.10. This was incubated at 37°C with shaking until OD600 reached 0.60-0.80, upon which 1 mM of IPTG was added to induce protein expression. After 4-5 hours, cells were harvested at 6,000 x g and frozen at -20°C.

For the expression of $^{15}$N and/or $^{13}$C-labelled proteins, cells were pelleted upon reaching OD 0.60-0.80 and were washed with M9 salts. Cells were then re-suspended in supplemented M9 medium and allowed to grow for an additional hour before inducing protein expression for 4-5 hours (Figure 4.2A).

The standard minimal M9 salt solution was used consisting of 33.7 mM Na$_2$HPO$_4$, 22.0 mM KH$_2$PO$_4$, 8.55 mM NaCl, at pH 7.2. The final medium was
supplemented with 1 mM MgSO₄, 1 µg/L thiamine, and 10 ml/L of 100X DMEM Vitamin solution per L. The nitrogen and carbon sources used are 1 g/L NH₄Cl and 3 g/L glucose and are substituted with the labelled counterparts as necessary.

For the expression of ²H-labelled versions of the proteins, an adaptation protocol was used (Figure 4.2B). A modified M9, referred to as M9++, was also used. This medium is composed of 10.9 mM K₂HPO₄, 3.67 mM KH₂PO₄, 6.3 mM Na₂HPO₄, 1.4 mM K₂SO₄, 0.1% LB in D₂O, 1 mM MgSO₄. A trace element solution may also be added. For every 100 ml of M9++, 0.5 g NH₄Cl and 1.8 g of glucose is used and swapped with stable isotope labelled material as needed.

For a 100 ml final culture, 1 ml of LB is first inoculated with transformant colonies. After 5 hours, 100 µl of this culture is used to inoculate 2 ml LB/D₂O, all of which is then used to inoculate a 20 ml M9++/D₂O medium after an additional 5 hours. The M9++/D₂O culture is allowed to grow for an additional 15 hours before again being transferred into the final 100 ml M9++/D₂O. Cells are induced with IPTG for expression after the initial 10 hours in the final culture, and protein expression is allowed to proceed for another 20 hours. This protocol was adapted from an ILV labeling scheme (180). For selective labeling of isoleucine/leucine/valine methyl groups, the precursors shall be added after the 10 hours in the final culture and incubated for an additional hour prior to protein expression.
**Figure 4.2. Protein expression protocols.** Standard protocols for the recombinant expression of proteins in *E. coli* are shown. For unlabeled proteins, rich media like LB and TB can be used. For $^{15}$N and/or $^{13}$C-labeled proteins, a ‘4X’ protocol is typically used to obtain high density culture prior to induction of expression (A). An adaptation protocol is used for expression of $^2$H-labeled proteins or when precursors for selective labeling is necessary. This figure was taken, in its entirety and without modification, from Cai, et al. (2021) *J Biomol NMR* 75: 83-87 with publisher permission (license number: 5327751075366).
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<table>
<thead>
<tr>
<th>Vessel volume</th>
<th>Media</th>
<th>Culture Volume</th>
<th>Growth time</th>
<th>Cell Density (OD_{600})</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LB/H_2O</td>
<td>1 ml</td>
<td>~5 h</td>
<td>1-2</td>
<td>37°C</td>
</tr>
<tr>
<td>15 ml</td>
<td>LB/D_2O</td>
<td>2.0 ml</td>
<td>~5 h</td>
<td>1-3</td>
<td>37°C</td>
</tr>
<tr>
<td>15 ml</td>
<td>M9++/D_2O</td>
<td>20 ml</td>
<td>~15 h</td>
<td>6-10</td>
<td>37°C</td>
</tr>
<tr>
<td>250 ml</td>
<td>M9++/D_2O</td>
<td>100 ml</td>
<td>~10 h</td>
<td>~8</td>
<td>37°C</td>
</tr>
<tr>
<td>2.8 L</td>
<td>M9++/D_2O</td>
<td>100 ml</td>
<td>~1 h</td>
<td>~10</td>
<td>25°C</td>
</tr>
<tr>
<td>2.8 L</td>
<td>M9++/D_2O</td>
<td>100 ml</td>
<td>~20 h</td>
<td>~20</td>
<td></td>
</tr>
</tbody>
</table>
Protein purification in all cases was done using a combination of immobilized metal affinity chromatography (IMAC)/reverse IMAC and size exclusion chromatography (Figure 4.3). Native conditions were used except for MDMX which is expressed in inclusion bodies and requires purification in urea.

Cell pellets were thawed and re-suspended in 10-20 ml of lysis buffer (50 mM Tris, pH 8, 500 mM NaCl, 2 mM TCEP, 3 mM NaN₃) per gram of wet pellet. The lysis buffer was supplemented with PMSF at a final concentration of 1 mM. Cells were then lysed by sonification. The cells were kept on an ice-water bath to prevent unwanted heating during the sonification process. Cell debris was removed by centrifugation at 25,000 x g for 30 minutes. For MDMX, the cell debris was re-suspended in 8 M urea, sonicated following the same protocol and again spun.

The supernatant was then loaded onto a column packed with Ni-NTA that has been extensively washed with lysis buffer, or with 8 M urea in the case of MDMX. To separate relevant fractions, the bound proteins were eluted using an imidazole gradient. The gradient length was set to 300 mins, with a flow rate of 2 ml/min, and a target concentration of 500 mM imidazole.
**Figure 4.3. Basic chromatography purification protocol.** His-tagged proteins can be purified by immobilized metal affinity chromatography, such as using Ni-NTA. If the tag is cleavable such as illustrated, then the tag is cleaved and a reverse step is done where flow through is collected. The protein can then be purified further by size exclusion chromatography. If the protein is in the insoluble fraction, a few extra steps for urea solubilization are necessary (yellow box).
Cell pellets → Sonicate in Lysis Buffer → Centrifuge → Re-suspend and incubate IB in 8M Urea

Load Sample → Centrifuge → His-tag binds to Ni-NTA

Dialyze against cleavage buffer (O/N, 4°C)*

Add TEV Protease → Collect FT Concentrate → SEC

Load → Cleave O/N, 4°C

Untagged Protein In Flow-Through → Purified Protein

* Fractions diluted at least 1:2 prior to refolding to increase recovery
The chromatogram for the first purification step of His-tagged PRL3 is shown in **Figure 4.4A**. Relevant fractions are identified by SDS-PAGE, pooled, mixed with sufficient TEV protease, and dialyzed against a TEV protease cleavage buffer (20 mM Tris, pH 7.2, 100 mM NaCl, 2 mM TCEP) overnight. This step combines removal of imidazole as well as cleavage of the N-terminal tag, and for MDMX removal of urea as well as refolding. MDMX samples are also diluted 1:2 in the cleavage buffer to reduce precipitation during the refolding process.

The next day, the mixture is again loaded onto a pre-equilibrated Ni-NTA column, and the flow-through is collected and concentrated. The concentrated protein is further purified by size-exclusion chromatography (SEC) (**Figure 4.4B**). The final buffer depends on the system and downstream applications. PRL3 was in Tris (30 mM Tris, pH 7.2, 100 mM NaCl, 5 mM TCEP, 3 mM NaN₃), MDMX in phosphate (30 mM Na₂HPO₄, pH 7.2, 200 mM NaCl, 2 mM TCEP, 3 mM NaN₃), and GMPK in MOPS buffer (30 mM MOPS, pH 7.2, 100 mM NaCl, 3 mM NaN₃).

Fractions containing the proteins of interest are identified and pooled and the protein concentration is adjusted to 100 µM, aliquoted, and snap-frozen in liquid nitrogen for storage at -80°C. The concentrations are determined by measuring absorbance at A280 in 90% guanidine HCl, which is then converted to an estimated concentration using a theoretical extinction coefficient (Scripps Protein Calculator). Values used in this work are summarized in Table 7.

The quality of all proteins from each batch of purifications are assessed by SEC (**Figure 4.4B**), SDS-PAGE, and fingerprint NMR (discussed below). In all cases, it is evident that the final protein products are at least 95% pure.
Figure 4.4. Ni-affinity and SEC profiles for PRL3. Chromatogram for the first Ni-NTA purification step of PRL3. His-tagged proteins typically elute at ~20% (of 500 mM imidazole buffer) boxed in pink. The first peak corresponds to non-specific binding (A). After cleavage and a second Ni-NTA step, PRL3 is further purified by size exclusion chromatography (B).
Table 7. Relevant properties of PRL3, GMPK, and MDMX for purification

<table>
<thead>
<tr>
<th>Protein</th>
<th>Residues in Construct</th>
<th>MW (kDa)</th>
<th>pl</th>
<th>Ext. Coeff (M⁻¹ cm⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRL3</td>
<td>4-159</td>
<td>17.5</td>
<td>9.06</td>
<td>19,060</td>
</tr>
<tr>
<td>GMPK</td>
<td>1-197 (full)</td>
<td>21.7</td>
<td>6.55</td>
<td>6,400</td>
</tr>
<tr>
<td>MDMX</td>
<td>7-111</td>
<td>11.7</td>
<td>7.89</td>
<td>6,400</td>
</tr>
</tbody>
</table>
**Assignment of backbone resonances.** The fingerprint spectra (HSQC or TROSY) were collected with proteins that were typically concentrated to 0.5 – 1 mM. As mentioned in the previous chapter, there are a routine set of 3D experiments used for backbone resonance assignment. In the case of MDMX and PRL3, these were mostly accomplished using 3D-HNCA (Figure 4.5). In this experiment, magnetization is transferred from the proton to the $^{15}$N and then to the $^{13}$C$\alpha$ and back to $^{15}$N and to the proton for detection. The chemical shift is evolved in all these nuclei to yield a 3D spectrum. The $^{15}$N is coupled to the C$\alpha$ of the current and preceding residue. Typically, the C$\alpha$ of the current residue is closer to the $^{15}$N and the two peaks can therefore be distinguished based on their intensity. Some residues have unique C$\alpha$ chemical shifts and can be used to guide resonance assignments. For instance, glycines have really low C$\alpha$ chemical shifts at about 45 ppm compared to the C$\alpha$ chemical shift range of 52-63 ppm for the other residues. This information is used to sequentially assign the backbone. An illustration of the process is shown for GMPK (Figure 4.6).

Additional experiments such as CC(CO)NH-TOCSY were also used to confirm assignment (181, 182). In this experiment, magnetization is transferred from side chain protons to their attached $^{13}$C. Isotropic mixing allows transfer of this magnetization among the carbon nuclei, which is then transferred to the carbonyl, and then to the amide group, and finally the amide proton for detection. The result is a 3D spectrum where an NH tower contains the carbon chemical shifts of the side chain of the preceding residue. Coupled with an HNCA, the C$\alpha$ chemical shifts as well as the spin system can be verified.
Figure 4.5. Schematic for 3D-HNCA. The magnetization starts on the proton and is transferred, via scalar coupling to the attached $^{15}$N amide nitrogen. Then, it is transferred to the $^{13}$C$_\alpha$ via N-C$_\alpha$ scalar coupling before being transferred back to $^{15}$N and then proton for detection. The chemical shift in $^1$H, $^{15}$N, and $^{13}$C yielding a 3D dataset. As illustrated, amide nitrogen is coupled to the C$_\alpha$ of the current residue (one bond) and that of the previous residue (two bonds). The coupling constants ($^1J$ and $^2J$) are different and the intensities of the peaks in the HNCA strip are also different. Typically, the C$_\alpha$ directly linked to the amide nitrogen (residue $n$) will have a higher intensity, permitting sequential assignment. The protein needs to be $^{15}$N- and $^{13}$C-labelled.
Residue n-1  
Residue n
Figure 4.6. Part of the HNCA of GMPK. A peak in the HSQC spectrum (A) corresponds to a correlation between an amide proton and nitrogen. For each resonance in the backbone, there is a corresponding strip in the HNCA. The two peaks correspond to the two Cα carbons that are coupled to the amide nitrogen. The more intense peak corresponds to residue $i$, while the less intense peak corresponds to residue $i-1$. In sequential assignment, the information on the Cα carbons is used and linked together. A linked fragment for GMPK is shown as an example where the peaks can be followed from residue 33 to 40 (B). This experiment was done at 600 MHz and 25°C with 1024, 100, 60 points in the direct ($t_3$) and indirect dimensions ($t_2, t_1$), respectively with 64 scans.
In the present work, these experiments were used to assign as much of the backbone resonances for the three proteins under study. When available, existing backbone assignments supported the analysis, and the experimental data was used to confirm the assignments.

The assigned backbone resonance for MDMX, PRL3, and GMPK are shown in Figures 4.7-4.9. All protein samples were concentrated to 500 µM to 1 mM in their respective buffers supplemented with 10% D$_2$O. The assigned backbone resonances shown are for apo PRL3, apo GMPK, and nutlin-bound MDMX. Experiments were carried out at 25°C at 600 MHz. The spectra were recorded with 1024 and 100 complex points in the direct ($t_2$) and indirect ($t_1$) dimensions, respectively, with 8 scans.
Figure 4.7. $^1$H, $^{15}$N-TROSY for apo PRL3 with backbone assignments.
Figure 4.8. $^1$H, $^{15}$N-HSQC for MDMX-nutlin3a complex with backbone assignments.
Figure 4.9. $^1$H, $^{15}$N-HSQC for GMPK with backbone assignments.
Enzyme activity/inhibition assays. To ascertain whether recombinantly expressed and purified proteins are properly folded and functional, activity assays are necessary. PRL3 has phosphatase activity while GMPK is a kinase. These functions can be ascertained by enzymatic assays. Functional characterization of the GMPK construct used here has been verified (by Sabo lab) and not further discussed in this work (183). In this work, activity and inhibition assays were used to confirm the functional form of PRL3, and the same assays were used for all screening and validation experiments.

In the in vitro enzymatic assays, a synthetic substrate, 6,8-Difluoro-4-Methylumbelliferyl Phosphate or DiFMUP (Life Technologies, CA), was used. PRL3 does not show significant activity against the other common synthetic substrate, p-nitrophenyl phosphate (pNPP). For the activity assays, the reaction mixture consisted of 2.5 μM of recombinant PRL3 and 30 μM of DiFMUP. The reaction buffer contains high concentration of reducing agent, either 10 mM DTT or 10 mM TCEP, to ensure that the active site cysteine is fully reduced. PRL3 is first incubated with this reducing buffer prior to activity or inhibition assays. For inhibition assays, 1 mM of the test drug is added to PRL3 and incubated at room temperature for 15 minutes. The reaction is initiated by addition of DiFMUP and is allowed to proceed for 20 minutes prior to measurement of fluorescent intensities in a BioTek plate reader with Ex/Em of 360/460 nm. The exact same set-up is used for dose-dependence analysis with varying drug concentration. The IC\textsubscript{50} was calculated from a hill-slope model shown below with Max and Min referring to the asymptotes at maximum or minimum inhibition and $n$ is the Hill slope.
\[ I(x) = \text{Max} - \frac{\text{Max} - \text{Min}}{1 + \left(\frac{x}{I_C_{50}}\right)^n} \]

An identical set up was used for kinetics analysis (Figure 4.10), but instead of endpoint measurement, points were collected every 20 seconds within the 20-min time frame. There is a roughly 30-second delay between addition of the substrate and the first reading due to mechanical limitations of the plate reader. Initial velocities, \(v_o\) were determined, and Lineweaver-Burke analysis was done using in-house scripts to determine the maximum velocity, \(V_{\text{max}}\), and the Michaelis constant, \(K_m\).

\[ \frac{1}{v_0} = \frac{K_m}{V_{\text{max}}[S]} + \frac{1}{V_{\text{max}}} \]

PRL3 in phosphate buffer with no reducing agent was used as the negative control, while DMSO, DMF, or buffer in place of the test compound were used as a positive control, as appropriate. All drugs from the FDA panel screen are dissolved in DMSO. Some compounds in validation assays were dissolved in DMF (thienopyridone) or in buffer (olsalazine) and so the corresponding proper controls are used.

All experiments are done in at least triplicates and statistical analyses were done using statistics packages from SciPy.
Figure 4.10. Sample PRL3 kinetics assay. DiFMUP (structure inset) is used as a PRL3 substrate for *in vitro* activity and inhibition assays. Shown is a representative trial of a kinetics assay to validate activity of recombinantly expressed PRL3. The activity is measured in terms of relative fluorescence units (RFU).
$V_{\text{init}}$ (RFU/sec)

$V_{\text{max}} = 5.1$ RFU/sec
$K_m = 44.3\mu$M

[Diagram showing the relationship between $[\text{DiFMUP}]$ and $V_{\text{init}}$]
**ITC: The Gold Standard for Binding Studies.** Arguably, the most basic function of a protein is molecular recognition – whether it be interacting with binding partners in complexes or recognizing a substrate prior to the catalytic step. Thus, an accurate determination of binding is necessary. In this work, since MDMX does not have any enzymatic activity, its binding to nutlin-3a was used to assess its function. This was especially important since not only was MDMX recombinantly expressed in this study, but it was also purified in the unfolded state, prior to folding. In this study, isothermal titration calorimetry (ITC) was used to characterize this binding. Additionally, ITC was also used for PRL3 to characterize its binding to potential inhibitor, olsalazine, and also for GMPK and its interaction with one of its substrates, GMP.

To date, ITC is still considered the gold standard for any binding studies (184). ITC relies on the detection of the heat released or absorbed when two molecules interact. In the current study, this is the heat associated with the interaction between a protein and a ligand or a substrate. One of the advantages of ITC is that it is label-free, requiring absolutely no chemical modification of either the protein or the ligand being studied.

The heat associated with the binding event is measured by using two cells at the same temperature: the sample cell containing the protein under investigation, and a reference cell that contains a matched buffer. The calorimeter senses any temperature difference between the two cells – such as in response to heat released during the binding between a protein and a ligand – and compensates for the difference to return them to equal temperature.
In the current study, the proteins are all placed in the sample cell at concentrations ranging from 30 µM to 60 µM and the syringe is filled with the titrant at 10X concentration of sample cell. For instance, olsalazine was titrated to PRL3 (Figure 4.11), GMP to GMPK (Figure 4.12), and nutlin-3a to MDMX (Figure 4.13). Buffer matching was ensured by dialyzing all samples to the ITC buffer and using the same ITC buffer to dissolve or dilute the titrants. The ITC buffer was also used to fill the sample cell. As a control, the titrant is also titrated into the buffer.

In an exothermic binding, as was the case for all three systems, a downward peak arises from each injection. The initial heat changes are the largest as there are more available receptors for the titrant to bind to, and this decreases as the receptors are saturated. After the injection, the ligand binds to the protein, heat is released and measured by the instrument, and the system is allowed to return to equilibrium before the next injection. Eventually, an injection does not produce any more measurable change indicating saturation of the system. The peaks are then integrated, and the molar ratio is plotted against the enthalpy change, which can be fit to a model to determine binding affinities. In the case of the three systems under study, all binding events were expected to be one-to-one, so a single binding site model was used (185–187).

The binding constant is defined based on the fraction of sites occupied by the ligand X with \([X]\) denoting free ligand concentration and \(X_t, M_t\) are the total concentrations of the ligand and the macromolecule, respectively.

\[
K = \frac{\Theta}{(1 - \Theta)[X]}
\]
\[ X_t = [X] + \Theta M_t \]

Meanwhile, the total heat content \( Q \) contained in the active cell volume \( V_0 \) given that a fraction of the sites, \( \Theta \), are occupied can be expressed as follows where \( \Delta H \) is the enthalpy of ligand binding:

\[
Q = \Theta M_t \Delta H V_0
\]

Combining these expressions result in an expanded expression for \( Q \) which can then be used to calculate the heat, \( Q(i) \), associated with each injection \( i \):

\[
Q = \frac{M_t \Delta H V_0}{2} \left( 1 + \frac{X_t}{M_t} + \frac{1}{KM_t} - \sqrt{\left( 1 + \frac{X_t}{M_t} + \frac{1}{KM_t} \right)^2 - 4X_t} \right)
\]

This analysis will provide the binding affinity, \( K \) or \( K_A \), which is easily converted to a dissociation constant, \( K_D \).

\[
K_A = \frac{1}{K_D}
\]
Figure 4.11. Olsalazine binding to PRL3 by ITC.
Molar Ratio

Injectant (kcal/mol)

**K_D** = 300 µM

[PRL3, cell] = 52 µM
[Olsalazine, syringe] = 1170 µM
Figure 4.12. GMP binding to GMPK by ITC.
Molar Ratio

\[ [\text{hGMPK, cell}] = 60 \, \mu\text{M} \]
\[ [\text{GMP, syringe}] = 600 \, \mu\text{M} \]
\[ K_D = 39 \, \mu\text{M} \]
Figure 4.13. Nutlin-3a binding to MDMX by ITC.
Molar Ratio

[MDMX, cell] = 50 µM
[Nutlin-3a, syringe] = 500 µM
$K_D = 3.30 \mu M$
While ITC remains the gold standard in the measurement of binding affinities, several other methods are available. These include surface plasmon resonance (SPR), microscale thermophoresis (MST), and biolayer interferometry (BLI) (188–190). Compared to ITC, these three techniques use smaller amounts of samples. However, ITC is label-free (as opposed to MST) and does not require sample immobilization (as opposed to SPR and BLI).

In designing ITC experiments, some considerations must be made, particularly in deciding the concentrations of the protein and the ligand to be used. Information on the expected $K_D$ significantly helps in planning experiments. Interested readers are directed to manuscripts that tackle experimental design in detail (191–193).

In this chapter, the routine experiments used in the subsequent three chapters are discussed. The success of the three areas of research presented in Chapters 5-7 rely on the production of functional proteins and the methods presented here are not, in anyway, exhaustive, but are arguably routine in most biophysics or protein biochemistry laboratories.
CHAPTER 05

IDENTIFYING SMALL MOLECULE INHIBITORS AGAINST ONCOGENIC PHOSPHATASE, PRL3

“NMR has become a gold standard method in drug design due to its speed, simplicity, and reproducibility.”

Emwas and Company
Molecules 2020 (162)

The ability of NMR to provide residue-level information on protein interactions, discussed briefly in previous chapters, makes it a powerful tool to validate the interaction between proteins and other molecules, such as candidate compounds or fragments in drug discovery. For certain target protein systems, protein-observed NMR can be a quick method to screen for molecules that directly interact with a protein or a way to validate and support the results of in vitro drug screens. One such application is covered in this chapter. While the ultimate goal for this chapter is to identify inhibitors of PRL3, it is illustrated how NMR is used, and is essential, to support drug discovery programs.
**Targeting protein phosphorylation.** Protein phosphorylation is a post-translational modification (PTM) involved in the regulation of cellular signaling modulating several biological processes (194–200). It is a reversible mechanism – in a way, acting as a switch – that alters properties of proteins including cellular localization, activity, stability, and interactions ultimately affecting signaling pathways in which these proteins are crucial participants (Figure 5.1) (199). An appropriate level of phosphorylation is crucial to sustaining normal cellular functions, while aberrant phosphorylation of proteins is implicated in many diseases including cancers, inflammatory diseases, and diabetes and obesity, among others (197, 198, 201–204). This PTM is regulated by two classes of enzymes, phosphatases and kinases, that work concert with each other. Thus, aberrant phosphorylation is ultimately the result of the dysregulation of kinases and/or phosphatases such that both are significant potential therapeutic targets for diseases characterized by abnormal phosphorylation levels.
Figure 5.1. Regulation of cellular activities by phosphorylation.

Phosphorylation affects cellular signaling pathways by altering the ‘function’ of proteins. This can occur via several mechanisms such as altering stability, activity, half-life, localization, and interactions. This figure was taken, in its entirety and without modification, from Humphrey, et al. (2015) Trends Endocrinol Metab 26: 676-687 with publisher permission (license number: 5327950835923).
In cancers, protein phosphorylation has been shown to influence critical processes including cellular growth, proliferation, survival, and cell division (198, 205–207). There is no surprise, then, that kinases have been the target of several drug discovery programs – to a point that protein kinases may be considered the major drug targets of the 21st century (208–211). The success of Gleevec/Imatinib, the first molecule that is FDA-approved to specifically target a protein kinase, has paved the way for the development of more protein kinase-directed therapeutics (208, 211–213). To date, there are 89 drugs that have been approved by the FDA for clinical use for various indications, including anti-cancer drugs (according to a database compiled by the Medical Research Council Protein Phosphorylation and Ubiquitylation Unit at the University of Dundee). Clearly, targeting protein phosphorylation by modulating kinase activity is a viable strategy to developing therapeutics.

The curious case of phosphatases. Given the success in targeting kinases, one might assume that a similar level of success is attained in targeting phosphatases. After all, phosphorylation is a reversible PTM: kinases attach a phosphate group, while phosphatase remove the phosphate group (195, 199). Yet, there has been a significant lag in phosphatase drug discovery and there currently are no FDA-approved inhibitors that directly target phosphatases (202, 214, 215). Calcineurin, perhaps, presents a special (and certainly, interesting) case as it is inhibited by the complex formed by FK506-binding protein (FKBP) and tacrolimus, now classified as a molecular glue (216).
Using the ‘writer-reader-eraser’ view of protein phosphorylation, kinases write the phosphorylations while phosphatases erase them. In other words, phosphatases are merely responsible for turning signals off and returning pathways to their basal levels; they act as ‘housekeeping’ genes (217, 218). As recalled by Tonks, this misconception ultimately “promoted an emphasis on the study of kinases, in the signal transduction community, and a somewhat dismissive attitude to phosphatases” (218). In the same way, phosphatases have historically been viewed to be less specific and less tightly regulated than kinases, leading to a further gap in the study of and drug discovery against phosphatases and kinases (219, 220).

In recent years, however, there is an increasing interest in identification of small molecules that directly inhibit phosphatases. Protein phosphorylation – and therefore, aberrant phosphorylation in the diseased states – is regulated by the concerted action of kinases and phosphatases (218, 219, 221). As such, both protein classes, indeed, deserve at least equal attention.

**Phosphatase: from ‘undruggables’ to ‘undrugged’**. Beyond overcoming the misconceptions mentioned above, phosphatases have also eluded traditional active site inhibition. The active sites of phosphatases are strongly conserved with a high preference for negative charges as they have evolved to recognize phosphorylated substrates (215, 220, 222). This has earned phosphatases the stigma of being ‘undruggable’ (214, 218, 219, 223). In contrast, kinase drug discovery has initially focused on targeting the ATP-binding pocket (195, 209). In
addition to this strategy, however, other less conserved pockets have been identified within kinases towards the development of several classes of inhibitors (209, 224–227). Continued investment in phosphatase drug discovery, nonetheless, have allowed them to begin to shed the stigma (228–230). As further evidence of the direct and significant roles of phosphatases in diseases are accumulated, more research into their functions, structures, and interactions only continue to drive their transition from 'undruggable' to 'undrugged.'

**Clinically relevant phosphatases.** Several protein phosphatases, specifically protein tyrosine phosphatases, have been identified as potential therapeutic targets (222, 228, 231–235). While it is not the purpose of this section/chapter to discuss them in detail, a few of the well-characterized and highly sought-after phosphatase targets are briefly highlighted here.

PTP1B is perhaps the most well-studied and well-characterized phosphatase and indeed, the first protein tyrosine phosphatase (PTP) to be purified and structurally characterized (accounting for more than 50% of the PTP structures available in the PDB) (236–238). Some of the endogenous substrates of PTP1B include JAK2, insulin receptor (IR), and insulin receptor substrate 1 (IRS1) making it a pivotal regulator of the insulin and leptin signaling pathways (237, 239, 240). The roles of PTP1B in insulin sensitivity and attenuation of leptin actuation, and ultimately in the regulation of obesity and diabetes, were shown in mice driving further interest in drug development against PTP1B (241–243). Recently, PTP1B has also been implicated in cancers increasing interest in the identification PTP1B-
directed inhibitors (244–246). According to the PHAROS database, there are currently upwards of 700 active compounds against PTP1B, but none currently approved for any indication.

An argument can be made the Src homology 2 domain-containing protein tyrosine phosphatase (SHP2) is the second most studied PTP. Among the structures of the PTP catalytic domains in the PDB, SHP2 accounts for roughly 10%, second only to PTP1B. SHP2 is the first identified proto-oncogene in leukemia (228, 247, 248). Mutations that lead to the hyperactivation of SHP2 are associated with juvenile myelomonocytic leukemia, B-cell acute lymphoblastic leukemia, and acute myelogenous leukemia (249). The activation of SHP2 consequently leads to activation of the mitogen-activated protein kinase (MAPK) pathway, which plays a role in regulation of cellular proliferation and resistance to apoptosis (250). Perhaps as expected, SHP2, similar to PTP1B, has several (>90) active ligands according to PHAROS but also has no approved inhibitor for any indication.

Other protein tyrosine phosphatases that are currently of interest to oncology drug discovery include PTP4A3/PRL3 (further discussed in the rest of the chapter), dual specificity phosphatases (DUSP), DUSP1 and DUSP6, which are involved in the regulation of MAP kinases, and cell division cycle 25 (CDC25) which are known to regulate checkpoint response to DNA damage, among several others (202, 228, 229, 235, 251).
PRL3 as a significant target in cancers. PRL3 or PTP4A3 is a member of the phosphatases of regenerating liver family, along with PRL1 and PRL2, and are so named because they were discovered as being strongly up regulated in regenerating rat liver (252). In colorectal cancer patients, it was observed that PRL3 was significantly overexpressed in metastases relative to primary tumors sites (253). This brought prominence to PRL3 as a potential oncogene and therapeutic target in cancers. Since then, PRL3 expression has been noted in several other cancer types – including leukemia, gastric, liver, breast, and ovarian cancers among others – and has been typically associated with poor patient prognosis (Figure 5.2) (254–264). Clearly, there is undeniable evidence on the role of PRL3 in cancer progression, particularly in metastasis and related pathways (265, 266).
Figure 5.2. PRL3 expression correlates with poor patient prognosis. Survivability plots for colorectal (left) and late-stage breast (right) cancers classified based on the expression level of PRL3. High PRL3 expression in both cases correlate with low patient survival. Plots generated from data from the Human Protein Atlas (proteinatlas.org).
In vitro and animal model studies and network analyses have also shown that PRL3 regulates other cancer-associated pathways including cellular migration, invasion, and proliferation, survival and cell cycle progression, and angiogenesis among others (265–274). The exact mechanism by which PRL3 participates in these pathways are not yet fully elucidated but some knowledge on direct and indirect substrates are beginning to emerge (266, 275). For instance, there is evidence that PRL3 modulates the activation of Src, either directly or by modulating C-terminal Src kinase (CSK), which then drives migration and progression in T-cell acute lymphoblastic leukemia (276).

Overall, there is insurmountable evidence that PRL3 plays a significant role in the regulation of oncogenic pathways, particularly in disease progression and metastasis. This makes PRL3 a significant therapeutic target in several cancers.

PRL3 vs. PTPs: sequence and catalytic mechanism. PRLs belong to the superfamily of protein tyrosine phosphatases (PTP) and are characterized by two signature motifs, the P-loop or CX să R and the WPD loop (Figure 5.3). PRL3 has 79% homology to PRL1 and 76% homology to PRL2 (260). The PRL family is also characterized by a polybasic region and a prenylation motif towards the C-terminus (277–280). Similar to other PTPs, cysteine (C104 in PRL3) and arginine (R110 in PRL3) in the CX să R and aspartate (D72 in PRL3) in the WPD loop are involved in the catalytic activity of PRL3 (277). The catalysis step in PRLs is also very similar to other phosphatases (Figure 5.4). The active site cysteine (C104) acts as a nucleophile during the cleavage step resulting in the formation of a thiophosphoryl
intermediate. The arginine residue (R110) stabilizes substrate binding and thiophosphoryl intermediate by interacting with the phosphate moiety. The second aspartate residue in the WPD loop (D72) acts as a general acid by donating a proton to the substrate during the cleavage step and as a general base by activating a water molecule during the hydrolysis step. Thus, similar to other PTPs, the conserved loops are very critical to PRL activity.

The WPD loop of PRL3 is followed by three consecutive prolines (Figure 5.3). This feature is conserved among PRLs but not other PTPs. PRL2 has three and PRL1 has two prolines following the WPD loop. These prolines may affect the motion of the WPD loop as these additional prolines may induce conformational restraints (280).
Figure 5.3. PRL3 sequence and some notable features. The amino acid sequence of PRL3 and its how it compares to other phosphatases. The conserved motifs, the WPD loop and the P loop, are shaded blue, with the active site residues marked by an asterisk. The polybasic region is in orange while the prenylation motif is in green. The three prolines following the WPD loop are also highlighted (red box).
Figure 5.4. The catalytic mechanism of PRL3. The active site loops, WDP and P loop, are shown along with the three required active site residues. The dephosphorylation of a generic substrate is shown.
Meanwhile, in contrast to other PTPs, the PRL family members contain an alanine residue following the arginine residue in the CX₅R loop. In most PTPs, this position is occupied by a serine or a threonine residue, which may play an important role in the hydrolysis of the phosphoenzyme intermediate \((281)\). Consistent to this, an increase in phosphatase activity is shown in PRLs upon replacing this alanine with a serine (A111S in PRL3) \((275, 281)\). Furthermore, the CX₅R loop of the PRL3 family is highly hydrophobic due to residues between the catalytic residues \((\text{VAGLG})\) compared to other PTPs (Figure 5.3). The differences near this loop may confer a unique specificity to PRLs which could also be leveraged to developing selective PRL inhibitors.

Unique to PRLs are the polybasic region and prenylation motif (Figure 5.3). The prenylation motif at the C-terminus, also known as the CAAX motif, is a mark for prenylation and PRLs are typically farnesylated in this region allowing them to localize in the plasma membrane \((282)\). The polybasic region that immediately precedes this prenylation motif, meanwhile, facilitates the binding of PRLs to the membrane by interacting with the negatively charged phospholipids in the membrane \((256, 281)\).

The structure of PRL3 possess a similar general conserved architecture as other PTPs – a central β-sheet flanked by helices (Figure 5.5) \((283)\). That said, while the general architecture is conserved loop orientations in PRL3 are significantly different from other phosphatases. Number, orientation, and lengths of secondary structures are also different in PRL3 \((278)\). These differences might be leveraged for development of specific drugs. In the meantime, additional differences in
dynamics that may be related to these structural features will be further described towards the end of this chapter.
Figure 5.5. Structure of PRL3. The structure of PRL3 possesses similar general features as other PTPs with central sheets flanked by helices. PRL3 also exhibits a transition from the open (left) to closed (right) transition that is characterized by the movement of the active site loops (in red and orange). (PDB: 1V3A, 2MBC)
**Current inhibitors of PRL3.** The role of PRL3 in various cancers indicate that there is a significant need for the development of specific inhibitors. Currently, several inhibitors have been identified through high-throughput screening, virtual screening, and structure activity relationship (SAR) studies (Figure 5.6). Through a high-throughput screen of the Roche chemical library, thienopyridone was identified (284). Thienopyridone was demonstrated to significantly inhibit tumor cell anchorage-independent growth in soft agar and migration (284). A photooxygenation product of thienopyridone, iminothienopyridinedione (ITP), was developed through a SAR study and was shown to have anti-tumor activity against drug-resistant ovarian cancer in a murine xenograft model (264, 285). Both inhibitors show specificity towards PRLs, and specifically PRL3. However, thienopyridone is associated with toxicity and ITP is not very stable chemically, necessitating the need to find much better inhibitors that can be used in the clinic (264, 284).
Figure 5.6. Some available small molecule inhibitors of PRL3.
Rhodanine and derivatives were also identified as potential inhibitors through high-throughput screening. After SAR studies, CH707 and BR-1 were identified and are able to recover phosphorylation levels of potential PRL3 substrates and also suppress migration and invasion in cancer cells (286). Analog 3 has been developed based on virtual screening and SAR studies and shows inhibition in the migration of PRL3-expressing cells in a dose-dependent manner (287). Pentamidine, an FDA-approved drug, is also proposed as an inhibitor of PRL3 and shows inhibitory activity against the growth of multiple cancer cell lines and human melanoma WM9 cells in nude mice (288). A few natural products have also been identified as potential PRL3 inhibitors although their specificity remains to be examined (289–291). A virtual screening was also able to identify a PRL1 trimer formation inhibitor, compound 43, although evidence for trimerization of PRL3 is currently not available (292, 293).

Overall, while there are several proposed inhibitors for PRL3, issues with chemical stability, specificity, and toxicity limit their applicability in the clinical setting. Furthermore, these inhibitors do not have validated binding mechanisms to PRL3. Thus, to develop PRL3-directed inhibitors, there needs to be further studies in characterizing these compounds or additional inhibitors need to be identified.

**PRL3 is a monomer.** One of the members of the PRL family, PRL1 has been shown to form trimers under certain conditions (294). Thus, it is of interest to verify the oligomeric state of PRL3. Under the conditions used in all experiments in this
body of work, it is clear that PRL3 is a monomer. First, size exclusion chromatography (Figure 4.4B) indicates that the current construct of PRL3 used covering residues 4-159 is roughly 17 kilodaltons based on elution volume. The column used in purifying PRL3 was calibrated using a gel filtration standard (Bio-Rad, CA). To further confirm this, the TRACT NMR experiment was used. TRACT permits the estimation of a protein’s rotational correlation time, $\tau_c$ (295). Based on TRACT, PRL3 has a tumbling time of about 8 ns, roughly corresponding to 16 kilodaltons, indicating that it is, indeed, a monomer in the experimental conditions used.

Validating inhibitor binding by protein-based NMR. The fingerprint spectrum for PRL3 is shown in Figure 4.7. As discussed in previous chapters, these resonances are sensitive to their environment such that chemical shift perturbations can be used to directly interrogate the binding of a protein to other molecules, such as, in this case, potential inhibitors. Protein-based NMR was therefore used to validate the binding of some experimental inhibitors to PRL3. Three experimental inhibitors were validated: compound 43, thienopyridone, and pentamidine.

As expected, compound 43 did not induce any CSP in the fingerprint spectrum of PRL3, indicating that it does not interact with it (Figure 5.7). Compound 43 is an inhibitor of PRL1 and acts by disrupting the trimer interface and preventing trimerization (292). As evinced by SEC and TRACT data, PRL3 is a monomer and is thus not expected to be inhibited by a modulator of trimer formation.
Figure 5.7. Characterizing PRL3 binding of compound 43 and pentamidine.

The fingerprint spectrum of apo PRL3 is shown in black and that of compound 43 in green (A) and pentamidine in blue (B). It is evident that there is no chemical shift perturbation in the presence of these compounds.
Meanwhile, pentamidine did not induce CSP in PRL3, even at three-fold excess. This indicates that pentamidine does not bind to PRL3 (Figure 5.7). The pentamidine formulation used in literature is the standard therapeutic grade Pentam 300 (296). This particular formulation is pentamidine isethionate. Interestingly, isethionate has a sulfonate (SO_3^-) functional group that might mimic a phosphate group, which is known to favor the closed form of PRL3 (278). In the present study, isethionate was not present in the pentamidine (APExBIO, TX). In vitro inhibition assay using DiFMUP as a substrate also indicate that pentamidine alone does not inhibit PRL3.

Thienopyridone, meanwhile, induced significant CSPs across the entire spectrum of PRL3 (Figure 5.8). DiFMUP assays also indicate that it is able to inhibit the phosphatase activity of PRL3. However, thienopyridone and the more potent analog, iminothienopyridinedione (ITP), were shown to non-specifically inhibit protein phosphatases via oxidation of the catalytic cysteine. In the case of PRL3, this oxidative mechanism favors the formation of a disulfide bond between C49 and the catalytic C104 such that the C49A mutant is not inhibited by either compound in in vitro assays (297). Addition of up to four-fold excess of thienopyridone to ^15N-labelled PRL3 harboring a C49A mutation does not induce any CSP in the fingerprint spectrum further confirming the non-specific mechanism of action of thienopyridone (Figure 5.9).
Figure 5.8. NMR on the interaction of PRL3 and thienopyridone. The fingerprint spectrum of apo PRL3 (black) overlaid with PRL3 in the presence of thienopyridone (red) indicate that thienopyridone alters the chemical environment of PRL3.
Figure 5.9. NMR on the interaction of PRL3.C49A and thienopyridone. The fingerprint spectrum of the C49A mutant of apo PRL3 (black) overlaid with the spectrum in the presence of thienopyridone (red) indicates that thienopyridone does not affect the C49A mutant. This is in line with the evidence that thienopyridone inhibits PRL3 by altering its redox state.
The current results indicate that proposed inhibitors must be validated specifically to ensure that their mechanisms-of-action are through direct interaction with their protein targets. Moreover, the results further illustrate the power and utility of NMR spectroscopy as a tool, not only for drug discovery, but for characterization of the interaction of proteins and potential inhibitors. In the case of PRL3, several other proposed inhibitors must be validated, and protein-based NMR is a viable strategy assuming these compounds are soluble.

Meanwhile, that some of the most potent PRL3 inhibitors such as pentamidine, thienopyridone, and ITP are, in fact, not active binders and inhibitors indicate that there remains a critical need to identify other potential inhibitors with a specific mechanism-of-action, involving specific binding to PRL3.

**Drug repositioning screen identifies candesartan and salirasib as PRL3 inhibitors.** One strategy to finding small molecules that modulate a protein target is drug repurposing or repositioning. This strategy involves assigning a new use – either as a new indication or as modulator for a new target – for a drug that already has an approved indication (298–301). Compared to the discovery of a completely new molecule, drug repurposing has a relatively lower risk and requires less investment as the drug has already been found sufficient and approved for human use (*Figure 5.10*). In most cases, the approved drugs already have desirable properties and with known mechanisms-of-action for their original target. It is worth-noting though that several FDA-approved drugs do not actually have well-characterized mechanisms-of-action as this is not a requirement for FDA approval.
While several drugs have been assigned new indications, a systematic approach to drug repositioning has only begun to emerge in the recent decade as a viable strategy for drug discovery (299, 303). In this work, a panel of FDA-approved drugs was screened for their ability to inhibit PRL3 and PRL3-mediated metastasis (304). Cellular assays discussed in this work were done in the laboratory of Jessica Blackburn at the University of Kentucky.
**Figure 5.10. Risk and reward of drug discovery strategies.** Drug repositioning or repurposing of already approved drugs (red box) provides an opportunity for drug discovery that is relatively low risk but with a potential for high reward compared to other strategies. Another high reward approach is *de novo* drug discovery (blue box) that may involve screening curated libraries *in vitro* or large to ultra-large *in silico* screens.
Around 1400 compounds from the L1300 FDA-approved Drug Library (Selleck Chemicals, TX) were screened for their ability to inhibit the phosphatase activity of PRL3 using the assay described in Chapter 4. Compounds that interfered with this assay (53/1433) were excluded from the screen. The remaining 1380 compounds were assayed and were considered a hit if they were able to reduce the phosphatase activity of PRL3 to three standard deviations lower than the mean activity for the entire screen.

Twenty compounds were identified as potential inhibitors given the screening criteria. Inhibition by these compounds were validated and nine were chosen on the basis of their ability to inhibit PRL3 and their IC50 values (Figure 5.11). These compounds are classified as broad PRL inhibitors as they are also able to inhibit the phosphatase activities of PRL1 and PRL2 significantly. Of the original twenty hits, four compounds specifically inhibited PRL3 (not shown) but were not chosen to move forward based on higher IC50s compared to the nine broad PRL inhibitors.

To assess the effect of these compounds on cell viability, an MTT (3-[4,5-dimethylthiazol-2-yl]-2,5 diphenyl tetrazolium bromide) assay was performed (Figure 5.12) (305). Briefly, HEK293T cells (ATCC, VA) were seeded in a 96-well plate at a density of 2 x 10^4 cells/well, allowed to recover for 24 hours prior to drug treatment for 16 hours. Drugs were added at the determined IC50 against PRL3. Drugs that had minimal effect on cell viability were chosen from this panel. Excluding Vitamin B12, these are candesartan and salirasib.
Figure 5.11. Broad PRL inhibitors from the FDA drug screen. The nine broad PRL inhibitors identified in the screen were validated in triplicate. All showed significant inhibition (***, p < 0.0001) relative to the negative control, dexamethasone (A). Dose dependence of these validated hits allowed for the classification based on high (B) or low (C) IC50. This image was adopted from Figure 1 and 2 of Rivas and dela Cerna, et al. (2021) Sci. Rep. 11:10302, licensed under CC-BY-4.0. Image was cropped and panels rearranged, resized, and combined without further modification.
Figure 5.12. Salirasib and candesartan are non-toxic. The identified inhibitors were characterized in an MTT assay in HEK293T cells to be minimally toxic (A), to increase cell viability (B), and to be highly toxic (C). Candesartan and salirasib were chosen based on minimal toxicity at their IC50. This image was adopted from Figure 3 of Rivas and dela Cerna, et al. (2021) Sci. Rep. 11:10302, licensed under CC-BY-4.0. Image was cropped and panels rearranged without further modification.
As discussed above, PRL3 has been implicated in metastasis and its expression is correlated with increased cell migration (REF). A PRL3-directed inhibitor should then be able to reduce cell migration in cell lines overexpressing PRL3 (Figure 5.13, 5.14). To ascertain the ability of candesartan and salirasib to inhibit cell migration, a scratch assay was done (306). HEK293T cells transfected with a PRL3 expression vector and HCT-116 (ATCC, VA) and SW480 (ATCC, VA) colorectal cancer cell lines that have high endogenous PRL3 expression were used. Both salirasib and candesartan inhibited cell migration in these cells in a PRL3-dependent manner.
Figure 5.13. Inhibition of PRL3-induced HEK293T migration. HEK293T cells were transfected with PRL3 resulting in increased migration (A). This is reversed by treatment with salirasib (B) and candesartan (C) in a PRL3-dependent manner. *p = 0.089 using one tailed student t test, **p = 0.03, ***p = 0.001, ns = no significant difference, using a two-way ANOVA. This image was adopted from Figure 4 of Rivas and dela Cerna, et al. (2021) Sci. Rep. 11:10302, licensed under CC-BY-4.0. Image was used without further modification.
**Figure 5.14. Inhibition of migration of colorectal cancer cells.** Representative images from scratch assay in HCT116 showing the inhibitory effect of candesartan and salirasib (A). Results from scratch assay from triplicate experiments in HCT116 and SW480 show that candesartan and salirasib have significant effect on cell migration (B). The effect is also dependent on the expression of PRL3 as confirmed by knockdown of PRL3 (C). This image was adopted from Figure 5 of Rivas and dela Cerna, et al. (2021) Sci. Rep. 11:10302, licensed under CC-BY-4.0. Image was used without further modification.
Salirasib or farnesylthiosalicylic acid (Figure 5.15) is an anti-cancer drug that dislodges all Ras isoforms from the plasma membrane (307, 308). These Ras isoforms contain a CAAX box that are targeted by farnesyl transferases allowing them to be farnesylated and be localized in the plasma membrane (309). Interestingly, PRL3 is also farnesylated and localizes to the plasma membrane in a similar mechanism as Ras proteins (310, 311). It is, then, possible that salirasib also affects PRL3 function inside the cell by altering its localization. It is worth noting that while salirasib inhibits cell migration in HEK293T cells overexpressing PRL3 and in both colorectal cancer cell lines, further reduction is observed even when PRL3 is knocked down indicating ‘off-target’ effects. Although, technically, as this is a repositioning screen, perhaps its action on PRL3 is the off-target effect. If the utility of salirasib as a PRL3-directed inhibitor is to be pursued, its interactions with other cellular pathways must certainly be taken into consideration.

Meanwhile, candesartan (Figure 5.15) – or related formulation, candesartan cilexetil which is ultimately metabolized to candesartan – is an angiotensin II type 1 (AT1) receptor blocker that is approved to treat hypertension or high blood pressure (312, 313). Unlike salirasib, the effects of candesartan on cell migration appear to be PRL3-dependent indicating a mechanism-of-action that is perhaps more specific. This difference also highlights an interesting observation that anti-cancer drugs, like salirasib, are less likely to be successfully repositioned (301).
Figure 5.15. **Salirasib and candesartan.** Salirasib (left) is an anti-cancer drug that targets the localization of Ras proteins while candesartan (right) is a heart-failure medicine that target the angiotensin receptor.
Given their ability to inhibit the phosphatase activity of PRL3 and behavior in cellular assays, salirasib and candesartan both present as potential PRL3, or possibly broad PRL family, inhibitors but warrant further investigations on their cellular actions. That said, the PRL3-dependent action of candesartan in cell migration assays indicate, perhaps, a better potential to be repositioned as an anti-cancer PRL3-directed therapy.

**Molecular mechanism-of-action by salirasib and candesartan.** To further characterize how salirasib and candesartan interact with PRL3, Lineweaver-Burke analyses were performed, extracting initial velocities from kinetics studies using similar conditions as used in the *in vitro* DiFMUP assays but using increasing concentrations of the substrate (*Figure 5.16*). Analysis reveals that for both candesartan and salirasib, the apparent $V_{\text{max}}$ is reduced but the $K_M$ is not affected. This indicates that both are non-competitive inhibitors of PRL3.
Figure 5.16. Lineweaver-Burke analysis of candesartan and salirasib. Both salirasib (A) and candesartan (B) are non-competitive inhibitors based on their reduced $V_{\text{max}}$ associated with no change in $K_{M}$. Right side of each panel are zoomed in on the boxed areas on the plots. All experiments ran as triplicates. This image was adopted from Figure 6 of Rivas and dela Cerna, et al. (2021) Sci. Rep. 11:10302, licensed under CC-BY-4.0. Image was cropped without further modification.
To show that these inhibitors directly bind PRL3, protein-observed NMR was attempted. Unfortunately, both candesartan and salirasib are not soluble in aqueous solutions – candesartan has a Log(P) of 6.10 and salirasib has a Log(P) of 6.8. Log(P) is a measure of hydrophobicity of a compound, where $P$ is the octanol-water partition coefficient. A high Log(P) indicates that a compound is more soluble in octanol (hydrophobic) than water (hydrophilic). As such, to generate a hypothesis on the PRL3-drug interactions, molecular docking simulations were instead done (Figure 5.17).

Since there is no a priori knowledge on the conformation that the compounds bind to, two structures representing the open and closed conformations of PRL3 were selected as receptors for the in silico docking (278, 279). Autodock4 was used to dock salirasib and candesartan blindly on both the open and closed conformations of PRL3 (314). In this blind docking approach, the center of the grid box was aligned with the center of the molecule and the dimensions were set to maximum to cover the entirety of PRL3. For each ligand, 100 dockings were performed and clustered using an RMSD tolerance of 2 Angstroms. The most probable pose was selected based on calculated binding energy and the population of the cluster.
Figure 5.17. Molecular docking of salirasib and candesartan. The twenty FDA-approved drugs identified in the current study bound to one of two sites. Site 1 is adjacent to the WDP loop while Site 2 is adjacent to the P-loop (A). Salirasib binds to Site 1 and fits into a hydrophobic pocket near the C-terminal while candesartan binds to a potentially new pocket, Site 2 (B).
Modeling suggests that salirasib binds (free energy of -10.46 kcal/mol) to a pocket in the closed conformation of PRL3, adjacent to its WPD loop and close to a hydrophobic pocket that has been proposed to fit a farnesyl chain (279). The farnesyl half of salirasib indeed fits in this pocket, with the salicylic acid group facing the outside of the protein and hydrogen bonding with the backbone amide and carbonyl groups of G73, likely contributing to the stabilization of PRL3 in the closed conformation (Figure 5.17B). Candesartan, meanwhile, binds on the other side of this pocket, also in the closed conformation of PRL3. It binds (free energy of -10.26 kcal/mol) in a pocket adjacent to the CX₅R loop and interacts with the side chain of K136 and backbone carbonyl of A106 (Figure 5.17B). Notably, the interactions do not involve any active site residues, indicating that these two sites are potentially allosteric sites and these two drugs, although with very minimal evidence at the moment, are also possibly allosteric. The WPD-adjacent site has previously been proposed to be the binding site of thienopyridone and ITP, although NMR studies in the present work do not indicate any interaction specific with PRL3 (264, 287). The CX₅R pocket, meanwhile, has not been previously pursued.

Hydrophobicity of these molecules limited the type of biophysical experiments that can be done, but current analyses maybe have uncovered potential druggable sites on PRL3. These pockets are worth pursuing in the future towards identification of PRL3-directed inhibitors.
Examining candesartan analogs. Candesartan binding to a potentially novel druggable pocket in PRL3 certainly warrants further investigation. However, solubility issues encountered with the drug prevents more detailed biophysical characterization of this interaction. A viable strategy is to look at related molecules and analogs that might be more soluble than candesartan, followed by structure-activity relationship to optimize the compound.

Thus, compounds structurally similar to candesartan were mined from PubChem (315, 316). A total of 796 compounds were identified and docked to the closed conformation of PRL3 using an identical protocol used above. Of these, 34 docked with better docking scores than candesartan (free energy of -10.3 kcal/mol or better) with an average Log(P) or predicted Log(P) of 5.9, ranging from as low as 3.10 to as high as 9.8 (Table 8). While the current study did not further examine this avenue, this provides a clear and quick next step to investigating potential of candesartan-like molecules to inhibit PRL3.
Table 8. Candesartan derivatives (Top 15 with logP < 6) from *in silico* screening.

<table>
<thead>
<tr>
<th>Compound CID</th>
<th>Binding Energy (kcal/mol)</th>
<th>Log(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>142494141</td>
<td>-11.2</td>
<td>5.4</td>
</tr>
<tr>
<td>22596772</td>
<td>-11.0</td>
<td>5.9</td>
</tr>
<tr>
<td>10345537</td>
<td>-10.9</td>
<td>3.9</td>
</tr>
<tr>
<td>19792192</td>
<td>-10.7</td>
<td>5.5</td>
</tr>
<tr>
<td>19792152</td>
<td>-10.5</td>
<td>4.6</td>
</tr>
<tr>
<td>54423843</td>
<td>-10.5</td>
<td>4.8</td>
</tr>
<tr>
<td>15662012</td>
<td>-10.4</td>
<td>5.1</td>
</tr>
<tr>
<td>19792177</td>
<td>-10.4</td>
<td>5.9</td>
</tr>
<tr>
<td>69945758</td>
<td>-10.4</td>
<td>5.8</td>
</tr>
<tr>
<td>53845115</td>
<td>-10.4</td>
<td>4.4</td>
</tr>
<tr>
<td>70324433</td>
<td>-10.4</td>
<td>3.1</td>
</tr>
<tr>
<td>68755817</td>
<td>-10.3</td>
<td>5</td>
</tr>
<tr>
<td>15654763</td>
<td>-10.3</td>
<td>4.7</td>
</tr>
<tr>
<td>15654738</td>
<td>-10.3</td>
<td>3.8</td>
</tr>
<tr>
<td>141290740</td>
<td>-10.3</td>
<td>5.4</td>
</tr>
<tr>
<td>140992535</td>
<td>-10.3</td>
<td>4.6</td>
</tr>
<tr>
<td>142494141</td>
<td>-11.2</td>
<td>5.4</td>
</tr>
<tr>
<td>22596772</td>
<td>-11.0</td>
<td>5.9</td>
</tr>
<tr>
<td>10345537</td>
<td>-10.9</td>
<td>3.9</td>
</tr>
<tr>
<td>19792192</td>
<td>-10.7</td>
<td>5.5</td>
</tr>
</tbody>
</table>
Towards a virtual screening approach targeting PRL3. With available computational resources, screening of large libraries is now readily available (317). Ultra-large virtual screening has been applied to identify inhibitors against the SARS-CoV-2 main protease from a library consisting of more than 250 million compounds (318). A screening campaign targeting KEAP1 and NRF2, meanwhile, assembled the largest ready-to-dock ligand library consisting of more than 1.4 billion make-on-demand compounds (319). These developments accelerate de novo drug discovery by making a large chemical space accessible. It is the intent of this section to merely spark inspiration to the reader who might be inclined to pursue this avenue for PRL3 (the author certainly will!).

Simply to illustrate a point, in this work, a very small subset of the Zinc library, specifically including compounds from DrugBank (n = ~10,000) were screened targeting both the open and closed conformation of PRL3 (320, 321). Virtual screening was done with following the same protocol as above (Figure 5.18). The closed conformation appears to be more amenable to binding ligands based on mean docking scores: mean free energy of -6.2 kcal/mol for open conformation against a mean free energy of -9.8 kcal/mol for the closed conformation. Based on this largely preliminary test virtual screen, it appears that the strategy might be able to yield potential binders and inhibitors. For the closed conformation, for instance, several ligands already have better docking scores than candesartan and other inhibitors previously identified.
Figure 5.18. Virtual docking of a small DrugBank library. A subset of the DrugBank library was docked blindly onto the open (blue bars, with grey line at the mean) and closed (red bars, with black line at the mean) conformation of PRL3. This preliminary docking study showed that some compounds with significantly higher docking scores than compounds already identified are accessible even with a small docking set.
Mean Open = -6.2
Mean Closed = -7.8
Best Open = -9.8
Best Closed = -15.5
Characterization of olsalazine, the first PRL3 binder. Thus far, no PRL3 inhibitor has been identified that has been confirmed to bind PRL3. Experimental inhibitors in the literature have not shown any confirmed binding to PRL3 using any biophysical tool like NMR or isothermal titration calorimetry (ITC), and the ones assessed in this work showed no observable binding. Meanwhile, inhibitors identified in this present work have not been amenable to biophysical studies due to solubility issues.

One of the goals of structural biology is to provide information that can be used, not only to understand protein function, but also to enable the design and optimization of inhibitors (322). There currently is no PRL3 structure bound to any inhibitors, limiting the opportunity for structure-based drug optimization. Thus, in an attempt to search for binders, remaining drugs from the FDA approved library that did not pass the screening criteria but show modest (>35%) inhibition were further screened by protein-based NMR. From this screen, there are 61 such drugs including the original 20 candidates discussed above. The 41 remaining drugs that showed modest (35-70%) inhibition of phosphatase activity relative to the DMSO control were subjected to protein-based NMR and the only criteria is the induction of chemical shift perturbation.

Out of the 41 screened drugs only one, olsalazine, showed CSP in the fingerprint spectrum of PRL3 (Figure 5.19). Addition of olsalazine to PRL3 resulted in significant chemical shift perturbation to residues within and outside the active site of PRL3 (Figure 5.20). NMR titration was done by adding 2 µl at a time of a
10 mM olsalazine stock into a sample containing 350 µM of PRL3. The titration was done until no more additional CSPs are observed in the TROSY spectrum.

The backbone resonances of the PRL3:olsalazine complex is only partially assigned. Nonetheless, the CSPs were mapped onto the closed structure (PDB: 2MBC) of PRL3 (Figure 5.20B). CSP is observed across the entire structure. Interestingly, the highest CSP belongs to the phenylalanine residue in the WDP loop (red in Figure 5.20B). Whether olsalazine binds to the active site or modulates PRL3 activity by altering the conformation of the WPD loop is yet to be determined.

The inhibitory effect of olsalazine on PRL3 phosphatase activity is dose-dependent with an IC50 of 200 µM under the assay conditions (Figure 5.21). While certainly not the most potent inhibitor, it is the first ever molecule to be shown to inhibit and bind PRL3. Docking of olsalazine using the protocols outlined above was inconclusive and showed no preference for a specific site on PRL3. However, based on the fingerprint spectrum of the PRL3:olsalazine complex (Figure 5.19 and 5.20), the binding is specific – that is, only a single set of resonances are present indicating a single average structure for the complex.
Figure 5.19. Interaction of olsalazine and PRL3 by NMR. The fingerprint spectrum of apo PRL3 is shown (black). Chemical shift perturbation is observed upon the addition of small molecule drug, olsalazine (blue) indicating binding.
Figure 5.20. NMR titration of olsalazine onto PRL3. Titration of olsalazine into PRL3 revealed some fast exchange binding (marked with arrows). Chemical shift perturbation is seen in some active site residues (+) but also distal residues (A). The chemical shift perturbations are mapped on the structure and colored on a blue-to-red continuum with blue corresponding to no CSP (or unassigned) and red to highest CSP. The active site loops are labeled (B).
Figure 5.21. Dose-dependent inhibition of PRL3 by olsalazine. Inhibition of PRL3 by olsalazine showed dose-dependence with an average IC50 of 200 µM. The individual trials (n = 4) are shown in different colors. Olsalazine was completely soluble in buffer and was used as a negative control (black circles). The structure of olsalazine is also shown.
To further confirm binding, olsalazine was titrated into PRL3 monitored by both NMR and ITC. Titration by NMR reveal that some residues of PRL3 bind to olsalazine in the fast exchange regime, and these residues are both within and distal to the active site. For ITC, 1170 µM of olsalazine was loaded onto the syringe and titrated into 52 µM of PRL3. This revealed a binding affinity, $K_D$, of about 300 µM, fitting the data to a one-site binding model (Figure 4.11). To date, olsalazine is the first and only inhibitor that has been validated to bind to PRL3.

Identification of olsalazine as a PRL3 binder opens up the possibility of determining the first ever structure of PRL3 in complex with a ligand/inhibitor. To begin PRL3:olsalazine structure determination, the backbone chemical shift resonances were partially assigned using a standard set of 3D experiments described in Chapter 3. There are 118 observable resonances in the fingerprint spectrum and 89 (75%) of these have been assigned.

Finally, the activity of olsalazine against other phosphatases was characterized using Phosphatase Profiler (Eurofins, LU). Out of 24 phosphatases included in this profiler kit summarized in Table 9, olsalazine only showed some inhibitory activity against 9 phosphatases – 55% inhibition, the highest, against DUSP3/TMPD while all the rest show less than 20% inhibition. This preliminary data indicates a degree of specificity for olsalazine, although this needs to be further validated against other phosphatases and kinases.
### Table 9. Specificity of olsalazine by phosphatase profiling

<table>
<thead>
<tr>
<th>Phosphatase</th>
<th>Inhibition (%, n=3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP1</td>
<td>15</td>
</tr>
<tr>
<td>Lambda PP</td>
<td>-*</td>
</tr>
<tr>
<td>PP2A</td>
<td>-</td>
</tr>
<tr>
<td>PP5</td>
<td>6</td>
</tr>
<tr>
<td>LMPTP</td>
<td>-</td>
</tr>
<tr>
<td>MKP-5</td>
<td>2</td>
</tr>
<tr>
<td>VHR</td>
<td>-</td>
</tr>
<tr>
<td>PTEN</td>
<td>4</td>
</tr>
<tr>
<td>PTP1B</td>
<td>-</td>
</tr>
<tr>
<td>SHP2</td>
<td>11</td>
</tr>
<tr>
<td>PTPN22</td>
<td>-</td>
</tr>
<tr>
<td>PTPMEG</td>
<td>-</td>
</tr>
<tr>
<td>SH1</td>
<td>-</td>
</tr>
<tr>
<td>MEG2</td>
<td>18</td>
</tr>
<tr>
<td>PTPRB</td>
<td>19</td>
</tr>
<tr>
<td>CD45</td>
<td>-</td>
</tr>
<tr>
<td>RPTPM</td>
<td>18</td>
</tr>
<tr>
<td>TMDP</td>
<td>55</td>
</tr>
<tr>
<td>HePTP</td>
<td>-</td>
</tr>
<tr>
<td>TCPTP</td>
<td>-</td>
</tr>
</tbody>
</table>

* (-) denotes no inhibition, some results showed negative inhibition
Olsalazine (Figure 5.21) is a small molecule consisting of two 5-aminosalicylic acids linked by an azo bond that is FDA-approved for the treatment of ulcerative colitis (323, 324). It is metabolized by gut bacteria, cleaving the azo bond, and liberating the active form, 5-aminosalicylic acid, in the large intestine (325). This bond cleavage is not expected under the experimental conditions in vitro, but it is interesting to point out that olsalazine is the second molecule identified in this work to have a salicylic acid group, salirasib being the other one. Whether this is an indication that salicylic acid-containing molecules can be used as scaffolds for PRL3 inhibitors, remain to be seen and might as well be a promising avenue to pursue.

**PRL3 drug discovery, what next?** The current work identified some molecules that might serve as possible starting points, or scaffolds, for further elucidation. A SAR-by-catalog approach might prove to be a promising approach for candesartan and its more soluble analogs, identified in the PubChem analog screen (326). Meanwhile, olsalazine and salirasib seem to point to the relevance of the 5-aminosalicylic acid group as a fragment that might be built upon in a fragment-based discovery approach (163). Overall, these molecules provide a new avenue of exploration to further accelerate PRL3-directed drug discovery.

The easily accessible and available chemical space – from pre-defined chemical libraries to massive make-on-demand collections – and the synergy between improvements in computational tools and virtual screening pipelines make the barrier to entry to a drug discovery program significantly lower. This work
demonstrates that beyond identifying potential inhibitors, it is very important to validate the binding and demonstrating a well-defined mechanism-of-action for candidate hits. NMR is a very powerful and highly informative tool for this purpose. In this work, only protein-based NMR was done, but ligand-observed NMR methods, some discussed in Chapter 3, are available solidifying its role in both the discovery of novel therapeutics and in the validation of previously identified compounds.

**A few insights on PRL3 dynamics.** Comparison of the open and closed forms of PRL3 reveal large-amplitude motions involving the active site loops, WPD and CX₆R (279, 327). The active site loops are about 18 Angstroms apart in the open conformation and are only 8 Angstroms apart when PRL3 is closed (**Figure 5.5**). Loop opening and closing has been observed in other phosphatases and has been well-characterized in YopH and PTP1B, for instance. In fact, the motions of these loops have been correlated to the rate of turnover for these phosphatases (328). Whether this specific dynamics-function relationship is generalizable to all phosphatases remains to be investigated.

An interesting observation is the degree of difference in the open and closed forms in phosphatases. In PTP1B, for example, the open/closed transition is characterized only by the movement of the WPD loop, very subtle compared to that of PRL3 (279, 328–330). In PRL3, both active site loops appear to move to arrive at the closed state and these active site loop motions are also accompanied by a twisting of the bottom half of the protein with respect to its top half, resulting
to the separation of strand 1 and helix 5 (Figure 5.22). This large-amplitude motion, in fact, contributes to the formation of the potentially druggable pocket adjacent to the CX_{5}R motif identified above. The significance of these motions as they relate to the phosphatase activity of PRL3, if any, remain unknown. It appears, however, that PRL3 exhibits significant flexibility – a possible reason why it has eluded structure determination by crystallography. The only structure of PRL3 determined by crystallography is in complex with the CBS domain of CNNM3, a magnesium transporter, which it interacts with as a pseudo-phosphatase (327).
Figure 5.22. Conformational changes upon open-to-closed transition. The conformational changes accompanying the open-to-closed transition in PRL3 is characterized by more than just loop motions as opposed to other phosphatases. Conformational changes in Site 1 (left) and Site 2 (right) are shown. Helix motions are marked with red arrows showing the transition from open (green) to the closed (grey) structure. (PDB: 1V3A, 2MBC)
In a preliminary attempt to further examine this flexibility, unbiased MD simulations were performed using three structures of PRL3: the closed (2MBC) and open (1V3A) forms used in the molecular docking experiments, and another open form (1R6H) (277–279). Simulations were performed on the University of Louisville’s Cardinal Cluster using the CHARMM36 force field in GROMACS (331–333). Systems were subjected to energy minimization followed by a two-phase equilibration, first under an \textit{NVT} (fixed number of atoms, \(N\), volume, and temperature) ensemble, followed by equilibration under an \textit{NPT} (fixed number of atoms, pressure, and temperature) ensemble. Each phase was done for 500 ps. After the equilibration steps, the temperature, pressure, and density were verified to be stable. The total production runs for each system are 102 ns, 70 ns, and 44 ns, respectively. To monitor the opening and closing of the active site loops, the distance between the C\(\alpha\) carbons of active site residues C104 and D72 was used. To monitor the opening of the potentially druggable pocket, the distance between the C\(\alpha\) carbons of residue V10 in the strand and Q135 in the helix was used. Looking at these two parameters reveal that PRL3 samples a wide range of conformations (\textit{Figure 5.23}). Further analysis of these simulations, and longer simulation times, will provide more insight as to the flexibility and dynamics of PRL3. Some NMR methods that are suitable to further interrogate these dynamics properties of PRL3 were discussed in Chapter 3 and will be applied to GMPK in Chapter 7. The present simulations and preliminary analyses, nonetheless, provide some basic insight regarding the flexibility of PRL3 and also provides a pool of structures that may be analyzed with NMR data to be collected in the future.
Figure 5.23. Molecular dynamics simulation of PRL3. Active site loop motions and the opening of site 2 were monitored in the simulations of PRL3 using three different starting structures. Both parameters show a wide range of assumed values indicating possible large conformational changes that PRL3 can undergo.
Understanding the conformational heterogeneity of a system, as will be seen in the next chapter, and specifically identifying conformational states that are relevant to protein function may aid in design of effective inhibitors. Thus, it is important to also consider these dynamics in developing drugs against PRL3.

**Functionally distal site mutations as tools to probe function and dynamics.** This chapter primarily focused on approaches to identify inhibitors of PRL3. Protein dynamics, and allostery, has been briefly discussed here and in previous chapters but will be covered more in subsequent chapters. Nonetheless, as mentioned above, an understanding of the structure-dynamics-function relationship in proteins can be leveraged to identifying effective inhibitors and possibly guide optimization of selective inhibitors, such for highly conserved domains like phosphatases (334, 335). One approach to interrogate the dynamics of a protein is by looking at the effect of distal mutations that minimally perturb the protein structure but have an effect on function (336–338).

Four mutations that are away from the active site were chosen using the BioMuta database ([Figure 5.24](#)): two predicted to be benign (T32A and S143N) and two predicted to be damaging (R18H and P25H) to PRL3 function (339). Mutations were introduced to the expression plasmid using the Q5 mutagenesis kit (NEB, MA). Circular dichroism and NMR were used to verify that no significant structural changes are caused by the mutations ([Figure 5.25](#)). CD spectra for all four mutants are identical to the wild-type spectrum indicating no change in secondary structures. Similarly, fingerprint NMR spectrum are characteristic of
point-mutations and no significant CSPs are induced. These indicate that these mutations preserved the average structure of wild-type PRL3. Interestingly, none of these mutations reduced the phosphatase activity of PRL3 significantly but the P25H significantly increased its activity (Figure 5.26). In YopH and PTP1B, as mentioned above, motions of the active site loops are correlated with product turnover (328). Comparing the loop motions in P25H and the wild-type PRL3 by NMR relaxation dispersion, discussed in Chapter 3 and again in Chapter 7 is the first step to characterizing this possible correlation in PRL3. In enzymes, the chemical step is also only one of the processes that might be affected by dynamics. Binding of ligands and substrates to these mutants may also be regulated by dynamics. It would be interesting to see how substrate binding is affected, if so, in these mutants.
Figure 5.24. Some PRL3 mutations away from the active site. From the BioMuta database, four mutations in PRL3 were chosen that are distal from the active site loop. Two of the mutations are predicted to be benign to function (blue) while two are predicted to be damaging to PRL3 function (red).
Figure 5.25. Mutations do not affect the structure of PRL3. The four chosen mutations did not have any significant effect on the structure of PRL3. The fingerprint spectrum for the T32A mutation shows minor chemical shift perturbations characteristic of point mutations (A). Circular dichroism also reveals no significant changes in secondary structures (B).
Figure 5.26. Phosphatase activity of PRL3 mutants. DiFMUP assays reveal that the benign mutations (blue) do not have any effect on PRL3 activity. Meanwhile, the damaging mutant (red) R18H showed reduced activity. Interestingly, damaging mutant (red) P25H showed significant increase in phosphatase activity. All results are in triplicate and normalized to wild-type activity.
In this work, several approaches were employed to begin a drug discovery program targeting oncogenic and pro-metastatic phosphatase, PRL3. Specifically, virtual screens and library screens were used. Screening of an FDA-approved drug panel led to the identification of salirasib and candesartan as potent inhibitors of PRL3. Virtual screening of candesartan analogs has also identified potential inhibitors that have better properties in solution. Protein-based NMR screening allowed for the identification of olsalazine as the first PRL3 binder and the salicylic acid group as a potential fragment that may be used to develop inhibitors. Blind docking of a small DrugBank library, furthermore, indicates the possibility of identifying strong binders. Finally, this chapter ends with some insights on the flexibility of PRL3 and some approaches to study these dynamics. Subsequent chapters will focus on MDMX and GMPK, particularly relating to the applications of NMR to study structure and function, focusing in turn on applications of NMR beyond its power as a screening and validation tool in drug discovery.
CHAPTER 06

CONFORMATIONAL HETEROGENEITY OF THE
p53-BINDING DOMAIN OF ONCOGENIC PROTEIN, MDMX

“Conformational heterogeneity is a defining characteristic of proteins.”

Lyle and co.
The Journal of Chemical Physics 2013 (340)

Conventional structure determination methods yield an average structure and fail to capture the conformational heterogeneity in biomolecules. NMR is a powerful technique that allows the interrogation of a protein conformational energy landscape and NMR observables can be used to create an ensemble of functional conformational states. In this chapter, NMR is applied to study the conformational heterogeneity of an oncogenic protein, MDMX, and provide some preliminary insight as to the challenges of targeting this important protein.

The guardian of the genome. p53 was originally discovered as a host protein bound to the SV40 large T antigen in virally transformed cells (341). While
originally classified as an oncogene, p53 was eventually identified as a tumor suppressor (342). Eventually, it was regarded as the ‘guardian of the genome’ based on the fact that its expression is triggered by DNA damage (343–346). In general, p53 functions as a sensor of cellular stress, and beyond DNA damage is also involved in sensing oncogene expression and ribosome dysfunction (347–349). In response to these cellular stresses, p53 activates the transcription of genes that regulate various stress response processes including cell cycle arrest, DNA repair, apoptosis, and senescence (350–356). The regulation and function of p53 is therefore critical in the development of therapeutic strategies against various cancers.

**p53 and cancer.** The TP53 gene that codes for p53 is the most mutated tumor suppressor gene in human cancers. In fact, almost 50% of all cancers involve a mutation in this gene (357–359). A majority of these mutations are missense mutations that abrogate the ability of p53 to suppress tumor growth and are mostly localized in the DNA-binding domain of p53 (358). These mutations involve either amino acids that participate in p53-DNA interactions or are mutations that weaken these interactions. Six such residues are considered hotspots for mutations as they account for roughly 30% of mutated residues in p53: DNA-interacting amino acids, R248 and R273, and amino acids R249, G245, R175, and R282 that affect DNA binding by altering the local conformations or the thermal stability of p53 (357, 358). In addition to missense mutations that affect tumor suppressor function, some mutations also induce gain-of-function on p53 that ultimately transform it to
instead contribute to tumor growth and development (359, 360). The pro-oncogenic functions of mutant p53 were first observed when mutant p53 transfected in TP53-null cells led to enhanced tumor formation in mice (360–362). This enhanced tumor formation and related oncogenic functions involve differential transcriptional regulation. To date, several genes have been identified that respond to mutant p53 and lead to enhanced cellular proliferation, evasion of apoptosis, chemoresistance, limitless replication, invasiveness, inflammation, angiogenesis, and others (359). Drug discovery efforts targeting p53, therefore, either attempt to reactivate the tumor suppressive functions or block pro-oncogenic functions of the mutant versions (363, 364).

**MDMX and MDM2: regulators of p53.** Inactivation of p53 is one of the major mechanisms that allow cancer cells to be proliferative and to evade apoptosis. These phenotypes are typically caused by cellular stress such as DNA damage that cause cancers to become hyper-proliferative and are a consequence of an inactive p53 pathway (359, 365). As mentioned above, in about 50% of human cancers, mutations in the TP53 gene results in missense mutations that either abrogate p53 tumor suppressive functions or result in gain-of-function mutations in p53 (357, 358).

Meanwhile, in the other half of cancer cases that retain wild-type p53, its tumor suppressor function is regulated by inhibitory proteins such as MDMX and MDM2 (353, 366–370). These two related proteins down-regulate the activity of wild-type p53 under normal conditions and their aberrant expression or genomic
amplification result in tumorigenesis (371). Mouse mdm2 was first identified as the product of gene amplification in acentromeric extrachromosomal bodies, also referred to as double minutes, in a transformed mouse cell line – hence, the name mouse double minute 2. The human homolog MDM2, also referred to as HDM2, was later identified, as well as another homologous protein MDM4/MDMX or HDM4/HDMX (372). One or both of these proteins maybe overexpressed in cancers and they may individually or in concert with each other inhibit p53 (373–375).

MDM2 and MDMX inhibit the tumor suppressor function of p53 by directly binding to it, particularly to p53’s first transactivation domain (p53-TAD, Figure 6.1) (374). Both proteins have an N-terminal domain that binds to p53-TAD leading to its inhibition and reduced tumor suppressive functions in cancer cells. Meanwhile, MDM2 is also an E3 ubiquitin ligase that can tag p53 with ubiquitin directing it for protein degradation (372, 376). In addition to their individual functions as p53 inhibitors, MDM2 and MDMX can collaborate with each other as a heterodimer (373, 377). The ligase activity of MDM2 is enhanced by the formation of a homodimer or a heterodimer with MDMX leading to increased p53 degradation (374, 378, 379). With MDM2 and MDMX contributing to activation of oncogenic pathways on their own and in concert with each other, it is necessary to develop therapeutic strategies that inhibit both proteins simultaneously.
Figure 6.1. MDMX binds the first transactivation domain of p53. The structure of MDMX (light blue) bound to a peptide of the first transactivation domain of p53 (red, yellow mesh). The MDMX surface shown in mesh (grey) contains a pocket in which the peptide fits. (PDB: 2MWY)
There are significant similarities between MDM2 and MDMX, particularly in their p53-TAD-binding domains that, simply based on sequence and structure similarity, developing a dual-targeting inhibitor would be straightforward. The two proteins are 30% identical and 50% similar in their primary sequence. Both also contain an N-terminal SWIB/MDM2 domain, a zinc finger Ran-binding domain, and a RING/U-box domain at their C-termini. Considerable parts of both are also intrinsically disordered. Focusing only on the SWIB/MDM2 domains, which contains the p53-TAD binding site, significantly increases the similarity between the two proteins. In their N-terminal domains, MDMX and MDM2 are 57% identical and 77% similar. While distinct in their activities, there is definitely significant conservation in the primary sequence between these homologous proteins, particularly in the p53-binding residues (380). Despite these similarities, inhibitors directed at MDM2 have been ineffective at targeting MDMX (381–383). Understanding the mechanism of p53 binding is, then, paramount to uncovering the molecular basis of this enigma towards development of MDMX and dual targeting inhibitors.

**Interacting with the genome’s guardian.** Homologous proteins, MDMX and MDM2, both interact with the first transactivation domain of p53 (Figure 6.1). There is significant similarity in the binding interface, resulting in a similar affinity of both proteins to the p53-TAD peptide (380, 383). MDM2 binds the p53 with a dissociation constant, \( K_D \), of 0.24 µM, while the MDMX-p53 interaction has a \( K_D \) of 0.15 µM (383, 384). Furthermore, the binding mode of p53-TAD to MDMX and
MDM2 is very similar (383, 385). Structures of these complexes have been determined revealing atomic-level details on the interactions (Figure 6.2A).

The MDM2 and MDMX p53-binding clefts are largely hydrophobic and predominantly interact p53 amino acids F19, W23, and L26, which are all positioned on the same side of the p53 helix facing the binding clefts (Figure 6.2B) (385). Notably, F19 and W23 are buried into the MDMX/MDM2 pocket, with the W23 residue of p53 having an identical position in both proteins (383, 386). The L26 residue of p53 resides in a pocket that does differ in both proteins. The MDMX pocket contains a methionine at residue 53, while MDM2 has a smaller leucine in corresponding residue 54 conferring a difference in the size of the L26 pocket (385). This pocket is also affected by Y99 in MDMX which may protrude into this L26 pocket in the closed conformation of MDMX, ultimately resulting into a smaller hydrophobic cleft compared to MDM2 (387). Overall, while there are subtle structural differences between these two domains, the general binding mode of p53 and the features of the p53 binding interface are conserved between the two proteins – enough so that their binding affinities are almost identical.
**Figure 6.2. p53 peptide binding to MDMX/MDM2.** The N-terminal/p53-binding domains of MDMX (blue) and MDM2 (purple) are very similar (A). The structure of the p53 peptide bound to MDMX (yellow) and MDM2 (salmon) with the p53 residues predominantly interacting with MDM2/MDMX shown as sticks. The binding modes are very similar, with some minor differences in the side chain orientation (B). (PDB: 2MWY, 4HFZ)
Nutlin blocks MDM2 but not MDMX? The degree of conservation in the binding pockets of MDMX and MDM2 and, certainly, their similar affinity to their endogenous binding partner, p53, or specifically the p53-TAD, may indicate that targeting one of these pockets will yield an inhibitor that is also effective in binding the other. The nutlin-3a scaffold was designed to mimic the p53 pharmacophore (Figure 6.3) and is a very potent inhibitor of the MDM2-p53 interaction, with a $K_D$ of about 30 nM (387). Interestingly, nutlin-3a, as well as other compounds developed to target the MDM2-p53 interaction display significantly lower affinities for MDMX (385).
Figure 6.3. Nutlin was designed based on the p53 pharmacophore. The bound structures of MDM2 to p53 (cyan) and nutlin (green) are almost identical (A). Nutlin and p53 have a similar pharmacophore. The p53 peptide (gray) show that the residues that comprise its pharmacophore (red and labelled) match up with parts of nutlin. (PDB: 4HFZ, 4HG7)
Since the L26 pocket is also required for the binding of nutlin-3a, as a p53 pharmacophore mimic, one potential reason for this differential affinity is the composition of this pocket. Indeed, mutating M53 to a valine, increasing the size of the L26 pocket, leads to a five-fold improvement in affinity, from 25 µM to 5 µM. Meanwhile, a Y99T mutation does not improve this interaction but, in fact, results in an 8-fold reduction in affinity (377). This implies that the structure of the L26 pocket does impact the binding of nutlin-3a, even if it does not alter the binding mode of p53. However, regardless of this improvement, the binding of nutlin-3a to MDM2 is still more than 150-fold stronger than that with this improved MDMX.

In a study of a series of MDMX inhibitors, a potential role for protein dynamics was implicated in the difference in binding affinities of structurally related molecules and in the difference in affinity of MDMX and MDM2 towards nutlin (383). Unlike MDM2, there is evidence that the apo form MDMX exhibits dynamics on the intermediate to fast NMR timescales such that ~30% of backbone amide groups are not observed in the fingerprint spectrum. It is important to note that no crystal structure of the apo form of MDMX is available, as well, perhaps due to this inherent flexibility. Upon addition of p53, most of the missing resonances, largely localized near the L22 pocket, appear and the intrinsic backbone dynamics is dampened. Small molecules that similarly engage this pocket and dampen MDMX dynamics show increased affinity compared to those that do not (383).

Future MDMX-directed drug discovery efforts should therefore consider this L22 pocket for higher affinity inhibitors. Moreover, this study implicates dynamics in differential binding of small molecules to two structurally similar binding pockets.
Given the observed dynamics in MDMX, it is therefore crucial to understand its conformational heterogeneity. Such information can be leveraged to developing high-affinity inhibitors against MDMX.

**Functional conformations vs average structure.** This work aims to provide some preliminary insight on the conformational heterogeneity of MDMX to support the hypothesis that functional conformations of MDMX and MDM2 are distinct from their average structures. As discussed above, MDMX and MDM2 bind p53-TAD in a similar manner and with almost identical binding affinity. These ‘average structures’ are those that are obtained from conventional structure determination methods as discussed in Chapter 2. These structures typically correspond to a low-energy state that is highly populated in the protein’s conformational energy landscape. In early discussions of energy landscapes and protein motions, the idea that some conformations are not necessarily important or coupled to functions have been explored (69). Now, there is emerging evidence that the conformational energy landscapes of proteins indeed contain conformational substates from which protein function emanates, to borrow language from the ‘structure determines function’ paradigm (388).

In the case of MDMX and MDM2, it is hypothesized that the average structure determined are different from the functional conformations, such that static structures cannot account for the differences in their binding affinities to the small molecule inhibitor, nutlin-3a (385). Furthermore, these functional states may well be sparsely populated, transiently sampled, undetectable by conventional
structural biology tools. To fully understand the role of these functional conformations in determining the ability of MDMX and MDM2 to interact with inhibitors, it is important to characterize, at the atomic level, these sparsely populated and transient conformational substates of both proteins.

**Recap: NMR is a powerful tool for protein dynamics.** Molecular function relies on conformational dynamics ranging from picoseconds to beyond hours (Figure 3.2). The ability of NMR to sample this wide range of timescales makes it a very powerful tool in understanding protein dynamics. Additionally, NMR is able to probe these timescales at atomic level and near physiological environments (77, 389–391). Furthermore, observables from solution NMR directly report on protein motion and is thus the ideal tool to study functional dynamics of proteins.

Here, residual dipolar coupling (RDC) analysis is used to probe the conformational heterogeneity of MDMX. RDC analysis is able to characterize the amplitude of motions spanning a wide range of timescales of motion, including the inaccessible ‘hidden time’ window that occurs between the tumbling time and about 40 µs. As such, RDCs are an excellent tool to study protein dynamics.

**Affinity of MDMX to nutlin-3a.** To determine the binding affinity of nutlin-3a to MDMX and MDM2, ITC was used with MDMX/MDM2 in the cell and nutlin-3a as a titrant in the syringe (Figure 6.4). The calculated $K_D$ for MDM2 is 15 nM, within the same order of magnitude as what is known in literature (392). Meanwhile, the $K_D$ for MDMX was determined to be 3.8 µM. This value is slightly lower than what is
known in literature (around 25 µM), but the MDMX constructs used are different (377). The current constructs are minimal and only contain residues 7-111 of the p53-binding domain. That said, even with this dissociation constant, the affinity to MDMX is still almost 250-fold weaker than that with MDM2.

To further confirm the binding affinity for MDMX, an NMR titration was done (Figure 6.5). This yielded a $K_D$ in the same order of magnitude as that determined from ITC, at 8 µM (Figure 6.6). Based on current experiments and literature value, the affinity of nutlin-3a to MDM2 is in the low nanomolar range, while that of MDMX is in the low micromolar range. Based on these values, the affinity of MDMX to nutlin is indeed at least 250-fold (to almost 2000-fold, using literature values) weaker than MDM2.
Figure 6.4. Nutlin-3a binding to MDMX and MDM2 by ITC. Nutlin-3a binding is 250-fold stronger with MDM2 than with MDMX.
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**Figure 6.5. NMR titration of nutlin-3a into MDMX.** Several peaks appear as nutlin-3a is titrated into MDMX indicating some ordering in MDMX. Previous studies have shown that MDMX is flexible in its apo form. Assignments are for the fully bound form (magenta). The apo spectrum is in brown, and titration points are in an orange-to-blue continuum.
Figure 6.6. Binding affinity from NMR titration. Fast exchanging peaks were fit to determine the binding affinity of nutlin-3a using the titration equation in Chapter 4. Maximum chemical shift difference was fit as a local variable while $K_D$ was treated as a global variable. The final affinity was derived as an average of all the fits. Error bars are derived from Monte Carlo simulations.
Small molecule binding to MDMX. There are a number of inhibitors that have been identified that bind to MDMX (383, 393). While the affinities remain modest compared to the inhibitors of MDM2, these inhibitors – and the complex structures bound to MDMX – provide insight as to the potential role of dynamics in molecular recognition. These molecules all bind to MDMX with a similar pharmacophore as p53-TAD (383).

The complex structures of MDMX with these series of inhibitors show a conserved global fold (Figure 6.7). Yet, heterogeneity in the structures is apparent. Since the compounds share similar pharmacophores, the binding pocket of the p53-TAD was superimposed for all the structures using the p53 peptide-bound structure as a reference. Calculation of per-residue root mean square deviation (RMSD) reveals the heterogeneity in this ensemble of structures. Higher RMSD for a residue indicate that with the binding cleft as a reference, this residue differs significantly in its positioning in the three-dimensional space with respect to the residue in p53-bound MDMX (Figure 6.7).
Figure 6.7. Structures of MDMX reveal heterogeneity in distal sites. Several structures of MDMX (colored differently) bound to small molecule ligands with similar pharmacophore to p53 are available. Structures were superimposed based on their p53 binding sites and the RMSD was calculated for each residue. Increased RMSD is seen in helix 1, loop 1, and helix 3.
Significant differences are observed in several parts of MDMX outside the binding site. Several structural elements display large differences in the N-terminal region, helix 1, loop 1, and the C-terminal region of MDMX starting from helix 3. These structural elements are all distal from the binding pocket indicating that interaction of small molecules with the p53 binding pocket in MDMX are allosterically linked to these distal regions. Moreover, the flexibility of these distal regions might contribute to the ability of MDMX to bind to small molecules.

Conformational heterogeneity from existing structures. As discussed above, comparison of existing MDMX structures bound to p53 or small molecule inhibitors show some heterogeneity in regions distal to the binding pocket. To further analyze these structures, principal component analysis (PCA) was performed. PCA allows for the investigation of the relationship of the structures to conformational changes associated with the variability. The plot of mode 1 and mode 2 (Figure 6.8) confirm the RMSD analysis and shows that these structures are very distinct from each other. Some structures also appear closer to the p53-TAD. Interestingly, all X-ray structures form a single cluster despite being bound to different small molecules. Structures determined by NMR, even those that have similar pharmacophores such as the SJ series have more distinct structures.
Figure 6.8. Principal component analysis of existing MDMX structures. Plot of the two largest modes/principal components show a cluster of similar structures but also other that are unique but bound to the same series of inhibitors with the p53 pharmacophore. In this figure, each structure in the 20-member bundle NMR structures is shown as individual points. It is important to note, however, that these are equally valid structures.
The specific modes derived from PCA correspond to specific movements in the distal sites, with the first mode accounting for most of the variability in the structures. The regions identified above are involved in motions that are captured in the top modes. Specifically, the relative movement between loop 1 and helix 4 appear to be the most dominant motion accounting for the variability and heterogeneity in structures in small molecule bound-MDMX (Figure 6.9). This conformational heterogeneity and movement in these distal sites potentially contribute to the challenges associated with developing inhibitors against MDMX.
Figure 6.9. MDMX motions contributing to largest variance in PCA. The significant motion identified in PCA is characterized by the movement of loop 1 and helix 4 (labeled). The structures are colored based on conformational change amplitude: red with no significant movement, and white/blue with the highest change.
RDCs reveal that MDMX conformational heterogeneity is underestimated by structures/models. Existing structures of MDMX already reveal a degree of heterogeneity. However, as these structures are all average structures, residual dipolar couplings were measured to further characterize the conformational heterogeneity of MDMX.

Residual dipolar couplings (RDC) provide information on the orientation of the internuclear vector by two NMR active nuclei – such as N and H in an N-H bond – with respect to the static magnetic field. In the solution state, the time-dependence of the dipolar coupling interaction can be broken down into three components: overall molecular tumbling, internal motions, and bond vibrations. A molecule in solution does not assume a preferred orientation with respect to the magnetic field; it tumbles randomly. Since the dipolar coupling interaction depends the angle, θ, between the internuclear vector and $B_0$, dipolar couplings are averaged to zero (129). In an environment that leads to partial alignment of the protein with respect to the magnetic field, the possible orientations for the internuclear vector are no longer populated equally, resulting to a non-zero residual dipolar coupling. The magnitude of the RDC is related to the time-averaged angle between the internuclear vector under observation and the magnetic field (129, 131).

Thus, to measure RDCs, MDMX was placed in an anisotropic environment. Briefly, to a 1 mM $^{15}$N-labelled MDMX sample in buffer and in the presence of nutlin-3a, about 18 µg of Pf1 phage was introduced to induce alignment (394, 395). In-phase Antiphase (IPAP)-type HSQC decoupled in the nitrogen dimension were
collected in both isotropic and anisotropic (phage) solution. The backbone amide RDC, $^{1}D_{NH}$, was calculated as follows:

$$^{1}D_{NH} = (J + D)_{NH} - J_{NH}$$

The splitting in the nitrogen dimension under alignment media, $(J+D)_{NH}$, corresponds to the sum of the RDC and the scalar couplings, $J_{NH}$ (Figure 6.10).

From the current experiment, measured at 600 MHz, 58 $^{1}D_{NH}$ were unambiguously collected, covering about 80% of the assigned MDMX backbone (Figure 6.11).
Figure 6.10. **IPAP-HSQC analysis of MDMX.** Residues F47 in isotropic and anisotropic (with phage) media. The RDC is calculated from the difference in the splitting in anisotropic media and in isotropic media.
Figure 6.11. Residual dipolar couplings in MDMX. The complete set of RDCs collected in MDMX. 58 $^{1}D_{NH}$ values were unambiguously collected with phage alignment.
Meanwhile, from the available structures of MDMX bound to a series of small molecules and p53-TAD, an ‘average’ structure was calculated as a representative of the experimental ensemble. This average structure was used to back-calculate RDCs. The root-mean square deviation (RMSD) between the backbone Cα’s of the ensemble and the p53-bound MDMX structure (PDB: 2MWY) was calculated on a per-residue basis. Similarly, the differences between the experimental, nutlin-bound MDMX, RDCs and the RDCs back-calculated from the averaged structure were also calculated. These were then plotted against residue number. The RMSD from the structure shows a similar trend from the comparison of the individual structures, as expected. Meanwhile, the RMSD of the RDC qualitatively recapitulates the regions of variability in the PDB ensemble (Figure 6.12).
Figure 6.12. Comparison of RMSD based on structure and RDCs. An average structure derived from the average of the ensemble of individual structures was generated and the per-residue RMSDs relative to the p53-bound structure were calculated (blue). The RMSDs based on RDCs were also calculated. A similar trend, with distal regions showing high RMSD values, is observed in both analyses.
The agreement between the experimentally measured RDCs and back-calculated RDCs can be quantified by a quality score or Q-factor, defined as follows:

\[
Q = \frac{\sqrt{\sum (D_{\text{exp}}^i - D_{\text{calc}}^i)^2}}{\sqrt{\sum (D_{\text{exp}}^i)^2}}
\]

A lower Q-factor indicates a good fit to the experimental data. The quality scores from all structures used ranged from 0.26 for the best to 0.80. The best fit corresponds to the MDMX-WK298 complex, while the worst corresponds to the MDMX-SJ298 complex (Figure 6.13). The observed differences in the structural elements noted above are apparent in comparing the structures of these two complexes. Interestingly, SJ298 is the weakest among the SJ series of MDMX inhibitors (383). It is worth emphasizing that all these compounds share a pharmacophore, and it appears that the difference in the conformation in distal sites does affect how they bind to MDMX.
Figure 6.13. SJ298 and WK298 are the worst and best fit, respectively. Structures of the best (WK298, blue) and worst (SJ298, magenta) are overlaid (A). Back-calculated RDCs per residue are plotted (left) along with the corresponding Q-factor and comparison to experimental results (right) for both compounds (B).
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Insights from RDC analysis of MDMX. Two major conclusions can be drawn from this current work. First, it is worth noting that the RDCs were collected on the MDMX-nutlin complex. The MDMX-WK298 complex, with a Q factor of 0.26, indicates that this complex might have a structure that is close to the nutlin complex, beyond simply having a similar pharmacophore – after all, all molecules complexed to MDMX available so far, also have a similar pharmacophore (Figure 6.13). More importantly, the result reveals that even with a preserved binding site or pharmacophore, the distal parts of the protein adopt different conformations, indicating that, in the case of MDMX, the entire protein structure has an impact on its interaction with small molecules (Figure 6.12). It is therefore important to consider the complete conformational breadth of a protein in understanding their functions and in rational drug design.

Ligand binding and conformational heterogeneity. The results in this work indicates that the conformational heterogeneity might be important to small molecule binding. Based on the data, specifically the motions detected distal to the binding site, it is apparent that these distal sites are linked to small molecule recognition. Thus, accessing the full conformational breadth of MDMX can be utilized to better understand how it binds small molecules.

So what does MDMX look like? NMR observables like RDCs provide an insight on the molecular motions, more specifically the amplitudes of bond vector motion,
at a wide range of timescales including the ‘hidden time’ window. Specifically, RDC captures the amplitude of the motions at these timescales. To fully comprehend the conformational energy landscape of MDMX, it is necessary to generate an ensemble of MDMX that captures the conformational heterogeneity in solution. This is possible using NMR observables like RDCs and others like Cross-Correlated Relaxation (CCR) rates, which provide complementary information on the amplitude of motion on the fluctuation between two inter-nuclear vectors from occurring within the picosecond to millisecond timescales (99). These observables can be used as constraints in MD simulations or can be used to generate an ensemble via selection from a large pool of structural snapshots. This experimentally guided ensemble will then be a more accurate representation of MDMX and can be useful in the development of more potent inhibitors and specific inhibitors that target the lowly populated, yet functionally relevant structural states that differ from the ‘average’ structures reported in the PDB.

Furthermore, this can be coupled with relaxation dispersion (RD) experiments, discussed in Chapter 3, which capture kinetic information, to study allosteric networking within MDMX (396, 397). Preliminary data has been collected (by the Lee lab) using the E-CPMG method that identifies significant conformational exchange in various regions of MDMX, with all residues exchanging between at a rate of between 6,000 to 9,000 s⁻¹ (Figure 6.14) (396). Subsequent studies shall examine clustering of residues based on changes in exchange rates at different temperatures. With this data and coupled with an accurate ensemble, it will be possible to begin building an allosteric network within MDMX.
Figure 6.14. Preliminary high-power RD applied on MDMX. Three residues from various regions of MDMX (V27 (N-terminal), H54 (binding pocket), and L109 (helix 4)) show a similar time scale of conformational exchange, which indicate possible correlated motions. Moreover, the RD data show that the conformational exchange or $k_{ex}$ in MDMX is not completely quenched by conventional RD and the high-power RD is necessary for studying exchange in MDMX.
In this chapter, MDMX is used as a model system to probe the inherent conformational heterogeneity of protein structures and how this can be completely missed by conventional structure determination methods. Furthermore, this work serves as a preliminary observation to the hypothesis that conformational heterogeneity plays a role in protein function – in particular, why it has been significantly more challenging to target MDMX than MDM2. To this point, it appears that MDMX has intrinsic flexibility that affects how it binds to small molecules. Here, NMR was used to examine the structures of a protein and how they relate to the conformational heterogeneity in solution. In the subsequent chapter, NMR will be applied to study the dynamics of GMPK. The methods used in this GMPK chapter are also applicable to MDMX and may be revisited by anyone interested in the future to uncover further the dynamic aspects of MDMX which could serve as a model protein to study the role of global protein motions in function.
As has been alluded to several times in the previous chapters, the true power of NMR is in its ability to probe dynamic properties of proteins in solution. In describing the catalytic mechanisms of enzymes, it is important to identify changes in the average molecular structure that accompanies the events leading to product formation. In addition, it is also critical to investigate how dynamics change concurrently. In this chapter, NMR is applied to probe the solution dynamics of human guanylate kinase and how these dynamics are affected by its interaction with a substrate, GMP, with the ultimate goal of understanding the dynamics associated with the full catalytic cycle of GMPK. The first application of high-power CPMG RD to an enzyme also appears in this chapter.
Nucleoside monophosphate kinases and their biological functions.

Nucleoside monophosphate kinases (NMPK) are enzymes responsible for catalyzing the reversible phosphorylation of nucleoside monophosphates (NMP) to nucleoside diphosphate (NDP). NPMKs use adenosine triphosphate (ATP) as a phosphoryl donor and produce adenosine diphosphate (ADP) and the corresponding NDP as products. Biologically, NMPKs are critical enzymes in the synthesis of deoxyribonucleotides (398, 399).

Deoxyribonucleotide synthesis can occur via two pathways: the de novo synthesis pathway and the salvage pathway (Figure 7.1) (399, 400). In the de novo synthesis pathways, nucleosides are synthesized from small molecule building blocks to ribonucleoside monophosphates. NMPKs use ATP to convert these to ribonucleoside diphosphates that are then acted upon by ribonucleotide reductases to form the corresponding deoxy form. Nucleoside diphosphate kinases (NDPKs) then generates the triphosphate form. Meanwhile, the salvage pathway utilizes intermediates from degradative pathways and begin by importing deoxyribonucleosides into the cell which are then phosphorylated by nucleoside kinases, NMPKs and NDPKs. Ribonucleotide triphosphates and deoxynucleoside triphosphates are the building blocks for nucleic acids, RNA and DNA, respectively. Thus, nucleoside kinases are enzymes essential for all life (399).
Figure 7.1. *De novo* pyrimidine and *de novo/salvage* purine synthesis pathways. Schematic for the pyrimidine *de novo* pathway (A) and the purine *de novo* and salvage pathways (B). The work focuses on GMPK which acts on GMP, where the purine *de novo* and salvage pathways converge in the synthesis of GTP/dGTP (lower right). This image was adopted from Figure 1 of Villa, et al. (2019) *cancers* 11:688, licensed under CC-BY-4.0. Image was used without modification.
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**Guanylate kinases in brief.** Guanylate monophosphate kinases are a subset of NMPKs that specifically act on guanosine monophosphates. These kinases, referred to as GMPKs or GUKs, are conserved across kingdoms of life from bacteria to humans (401–404). Like other NMPKs, they catalyze a reversible phosphorylation of GMP to GDP, using ATP as a phosphoryl group donor (Figure 7.2) (405).

In humans, GMPK (GMPK) is the only known enzyme responsible for cellular GDP production, making it essential for cell survival (183). As with other GMPKs, it is involved in both de novo and salvage pathways for DNA synthesis (Figure 7.3). In addition to this essential biological function, GMPK also assists in the activation of anti-viral and anti-cancer prodrugs (406, 407). Some pro-drugs that are activated by GMPK include 6-thioguanine, mercaptopurine, ganciclovir, and acyclovir, among others (407–410). Thus, GMPK has two-fold relevance to human biology: as an essential enzyme in the synthesis of biomolecules and in the activation of therapeutics.
Figure 7.2. Reaction cycle of human guanylate kinase. The catalytic cycle of GMPK follows a random sequential mechanism. It first binds the two substrates, ATP and GMP, in any order, prior to the catalytic step. This is then followed by the release of two substrates, ADP and GDP, in any order. This image was adopted from Figure 1b of Khan, et al. (2019) J Biol Chem 294:11920-11933, licensed under CC-BY-4.0. Image was cropped used without further modification.
Figure 7.3. Cellular functions of GMPK. Human guanylate kinase is the only GMP kinase known in humans. It is at the juncture of the *de novo* and salvage pathways leading to the production of dGTP/GTP. Additionally, it is involved in the activation of a number of pro-drugs such as ganciclovir, which requires phosphorylation to be activated within the cell. This image was adopted from Figure 2 of *Khan, et al. (2019) J Biol Chem 294:11920-11933*, licensed under CC-BY-4.0. Image was cropped used without further modification.
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**GMPK as a cancer target.** Given its role in biosynthesis of DNA and RNA, GMPK is an essential enzyme for continued cell growth. Cancer cells, which exhibit increased cellular proliferation, are characterized by an altered metabolic state which includes elevated levels of GTP and dGTP (411, 412). These biomolecules are not just building blocks of nucleic acids but are also an energy source for cellular processes like protein synthesis and used in cellular signaling mediated by GTP-binding proteins. As these processes are typically upregulated in actively proliferating cells, depletion of GTP levels is considered a valid therapeutic strategy against cancers (413–415).

Among enzymes involved in the biosynthesis of GTP/dGTP, IMP dehydrogenase (IMPDH) and guanosine monophosphate synthase (GMPS) are currently being targeted for cancer therapeutic purposes (416–418). IMPDH is involved in the early steps of GTP and ATP biosynthesis, particularly in the conversion of IMP to XMP in the de novo pathway, the first committed and rate-limiting step in the pathway (419). Meanwhile, GMPS converts XMP to GMP, immediately prior to the GMPK-catalyzed step (420). The depletion of GTP/dGTP levels by inhibiting these enzymes can be reversed by guanosine or guanine coming in from the salvage pathway (420). GMPK is at the junction of the de novo and salvage pathways, making it a potentially effective therapeutic target (Figure 7.3).

The utility of GMPK as a cancer target is still understudied. Recently, however, it was shown that knocking down GMPK leads to the reduction of cellular viability, proliferation, and clonogenic potential of lung adenocarcinoma cell lines. More
importantly, this does not affect the proliferation of human peripheral airway cells (183). This provides further evidence on the potential of GMPK to be a target in oncology drug discovery.

**Structure of GMPK.** The first structure of the human guanylate kinase was only recently determined and although the structures from several GMPKs of other organisms have been known for quite a while (183, 421). Guanylate kinases have several conserved domains including the P-loop, the GMP-binding domain, and a LID region, with several residues being conserved across bacterial and eukaryotic GMPKs. The structure of GMPKs is also conserved across organisms, although some bacterial versions, like that of *E. coli* and *S. aureus* are multimeric instead of monomeric (183, 402, 422, 423).

The solution structure of GMPK (**Figure 7.4**) was recently determined and indeed shows a generally conserved architecture as other GMPKs, including similar domain arrangements (183). This structure was also determined in the open form and adopts a similar U-shaped conformation that other GMPKs adopt in their open forms (424, 425). The CORE domain takes a central position in the three-dimensional structure linking the other two domains via hinge regions. The GMP-binding domain contains a pocket that fits GMP lined with charged patches. Similarly charged residues are found in the CORE/LID interface where the ATP-binding pocket resides. The GMP-BD and LID domains in this U-shaped, open conformation are oriented away from each other. Interestingly, while the human and mouse GMPKs only share 88% identity, the structures, including side chain
orientations, are preserved among the two, with differences mostly in the termini and residues in the hinge regions (183). While availability of this structure is a significant tool in drug discovery programs targeting GMPK, further structural studies are necessary to completely understand its catalytic mechanism.
**Figure 7.4. Solution structure of GMPK.** The first structure of human guanylate kinase was determined in the open conformation and reveals a conserved NMPK architecture. The domains are identified as LID (yellow), GMP-BD (cyan), and CORE (magenta) (A). The NMR ensemble consisting of 20 of the lowest energy structures are also shown (B). This image was adopted from Figure 2 of *Khan, et al. (2019) J Biol Chem 294:11920-11933*, licensed under CC-BY-4.0. Image was used without modification.
Conformational change in GMPKs during catalysis. Several structures of guanylate kinase from other organisms in various bound states reveal that ligand binding induces conformational changes that lead to an open-to-closed transition (425, 426). While the closed conformation of GMPK is not yet known, small-angle X-ray scattering and analytical ultracentrifugation provide evidence for a similar transition, such that the liganded form of GMPK is more compact than the apo form (183, 421, 427, 428).

The recently developed structure prediction tool, AlphaFold2 (AF2), were used on GMPK and it reveals a closed conformation similar to the known closed structures of other GMPKs which also matches a homology model predicted using the mouse version (Figure 7.5) (57). It is perhaps expected that AF2 predicts the closed conformation given that the training set probably has more ligand-bound structures for GMPKs and related enzymes. Nonetheless, given the accuracy of AF2 on several other systems, this prediction might be useful in further understanding the conformational cycle of GMPK, while an experimental structure is lacking (57). At the very least, this model will aid in structure determination or in the design of experiments to further probe the conformation cycle of GMPK, such as some experiments that will be discussed below (62).
Figure 7.5. Open and closed conformations of GMPK. The apo form of GMPK assumes an open conformation (A) while the substrate-bound form is closed (B, C). Substrate binding triggers a transition from the open to the closed conformation. The structure of the closed GMP/ADP-bound form of mGMPK has been determined (B) while the closed conformation of GMPK (C) was modelled using AlphaFold2. (PDB: 6NUI, 1LVG)
Chemical shift perturbation upon GMP binding. Resonances for backbone residues were assigned for GMPK in the nucleotide-free state as well as in the presence of excess GMP as discussed in Chapter 4. It is worth noting that while the solution structure of GMPK currently available is in the open form, it was determined in the presence of free phosphate (183). The magnitude of the effect of the presence of phosphate on the structure of GMPK is currently not known but there are significant chemical shift differences in the fingerprint spectrum of ‘phosphate-bound’ GMPK and the current apo form of GMPK. In the current investigations, a MOP-based buffer was used removing any potential interference from the phosphate groups.

Of the 188 non-proline residues, the backbone resonance for 175 residues in the apo-state and 165 residues in the GMP-bound state were successfully assigned (Figure 4.9). Addition of GMP induces chemical shift perturbation that affects GMPK globally as seen in the fingerprint spectra (Figure 7.6). Furthermore, titration revealed that binding of GMP to GMPK occurs in the slow exchange regime of NMR (Figure 7.7). Significant CSPs are found within and close to the GMP-binding domain including residues that are expected to bind GMP based on available GMP-bound structures (Figure 7.8A) (426). This is clearly seen when the CSPs are mapped onto the structure of GMPK (Figure 7.8B).
Figure 7.6. $^1$H, $^{15}$N-HSQC of GMP-bound GMPK. The fingerprint spectrum of apo GMPK (black) is overlaid with the GMP-bound form (red). Chemical shift perturbation is seen across the spectrum indicating binding. Assignments correspond to resonances in the apo form.
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Figure 7.7. NMR titration of GMP onto GMPK. Representative titration points from apo (black) to GMP-bound (red) are shown. Evidence of slow exchange is seen across the spectrum (A). The red box corresponds to the chemical shift perturbation of residue E48 which is in mixed slow/fast exchange. The black peak (apo) disappears as the red peak (4:1 GMP:GMPK) appears. In the middle of the titration, both peaks are, in fact, visible (blue, 1.5:1; green, 2.5:1) in the spectrum. (B).
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Figure 7.8. **GMP binding residues and GMP-BD show highest CSP.** Chemical shift perturbations between nucleotide-free and GMP-bound GMPK with red bars indicating high CSP (one SD above the mean) and orange indicating moderate CSP (above the mean). Red broken line indicates mean + SD and orange broken line marks the mean. GMP-binding residues (S37, R41, R44, Y53, E72, Y81, T83, D101, D103, R148) are marked with black asterisks (*) within the GMP binding domain (GMP-BD), along with the residues adjacent the hinge region (unlabeled gray box) connecting the GMP-BD to the CORE domain (A). Chemical shift perturbations mapped onto the structure of GMPK with high (red) and moderate (orange) CSP colored accordingly (B).
GMP-binding residues S37, R44, Y53, D103, and R148 are among the residues that show significant CSP that are one standard deviation above the mean CSP across the structure (Figure 7.8). Residues near the hinge region connecting the GMP-BD and the CORE domain also exhibit significant CSP. As chemical shifts are very sensitive to their environment, it is not surprising to see the residues involved in GMP binding to show significant perturbation. The induced closing of GMPK and the movement of the GMP-BD, also perhaps rationalizes the increased CSP for this specific hinge region.

Overall, chemical shift perturbations seen across most residues, including most significantly in the GMP-BD and the GMP-BD adjacent hinge region, indicates changes in the environment of the residues of GMPK which most likely correlates with the open-to-close transition occurring upon GMP binding. As discussed above, while there is currently no structure of closed GMPK, such closing is expected and supported by other methods (183, 427).

**Backbone dynamics of GMPK.** To characterize the backbone dynamics of GMPK, experimental $^{15}$N longitudinal (R1) and transverse (R2) relaxation rates, $^{15}$N-{^1}H} steady-state NOE (hetNOE), and transverse cross-correlated DD/CSA relaxation rates ($\eta_{xy}$) were acquired at 14.1 T.

N- and C-termini residues of proteins are typically expected to be flexible. The flexibility of the termini of GMPK is captured in these experiments as decreases in the R$_2$, hetNOE, and $\eta_{xy}$ and an increase in R$_1$ (Figure 7.9). This is evident in both the apo and bound forms. Furthermore, there is a notable increase in the flexibility
in the loop connecting helix 5 and helix 6 as evinced by a dip in the hetNOE in this region (Figure 7.9C). While this loop appears to have flexibility whether or not GMP is present, the flexibility is more pronounced in the apo form. The flexibility of this loop has been noted in previous work but whether this flexibility has a functional consequence is yet to be examined. The GMP-binding domain also shows some reduced flexibility in the fast timescale upon binding of GMP.
Figure 7.9. NMR relaxation parameters for GMPK. Experimental $^{15}$N longitudinal (A) and transverse relaxation rates (B), $^{1}$H-$^{15}$N hetNOE (C), and $^{1}$H-$^{15}$N dipolar cross-correlation rate (D) for residues of GMPK in the absence (grey) or presence (red) of excess GMP at 298 K and 14.1 T. Secondary structures of GMPK are indicated above the plots and shaded in lime green (β strand) and sky blue (α helix).
To quantify backbone dynamics, model-free analysis, discussed in Chapter 4, was performed. The observables were first analyzed using three diffusion tensor models of increasing complexity: isotropic, axially symmetric, and fully anisotropic. The best models were selected using an F-test which determined a full anisotropic model for the open, apo form and an axially symmetric model for the GMP-bound, closed form. Based on the $R_2/R_1$ ratio, the $\tau_c$ for the open form is 14.3 ns while that of the closed form is slightly lower at 13.8 ns. The order parameters were then calculated from five different models (Table 4) and the best fit was determined by model selection using the Akaike Information Criterion (AIC). As discussed in Chapter 4, the order parameters describe site specific motion of the N-H bond vector on the picosecond-nanosecond timescale (116, 429).

It appears that GMPK is well-ordered with an average generalized order parameter, $S^2$, for the nucleotide-free state of 0.86 (Figure 7.10A). Addition of the substrate, GMP, does not further increase the order parameter. In fact, the GMP-bound state has a slightly lower $S^2$ of 0.84 (Figure 7.10A). Secondary structure elements have a slightly higher average $S^2$ of 0.89 in both states. The decrease in order parameters is more apparent in the C-terminal half of the protein (Figure 7.10A, B). This region of increased flexibility is highlighted in Figure 7.10C and corresponds to a huge portion of the LID domain which is involved in binding ATP.

The GMP-binding domain, however, does show increased ordering at the ps-ns timescale. This is an expected response to substrate binding. Specifically, all residues that are expected to directly interact with GMP showed increase in $S^2$ (Figure 7.10C).
Figure 7.10. Order parameter of GMPK and response to GMP binding. Lipari-Szabo order parameter, $S^2$, derived from experimental relaxation data by Model-Free Analysis (A) for GMPK in the presence (red) and absence (grey) of GMP. Difference in order parameters, $\Delta S^2$, between the bound and apo form ($S^2_{gmp}$ - $S^2_{apo}$) colored by either increased (magenta) or decreased (orange) order by residue (B). Secondary structures of GMPK are indicated above the plots and shaded in lime green (β strand) and sky blue (α helix). Residues involved in GMP-binding are highlighted in red circles and shown as sticks in the model for GMP-bound GMPK in the closed form based on the mouse model (PDB: 1LVG) (left, C) while residues in the LID/ATP-binding domain corresponding to areas showing a general reduction in order parameters upon GMP binding are highlighted in purple (right, C).
In addition to the backbone dynamics, some residues were fit to models that were indicative of conformational exchange. This is further examined below.

**Conformational exchange in the microsecond-millisecond timescale.** The binding of substrates in guanylate kinases induces a large-amplitude motion characterized by an open-to-closed transition (424, 427, 430). These motions may fall within the microsecond-millisecond timescale and can be studied by relaxation dispersion (77, 122, 431, 432). Since GMPK is expected to exhibit the same response to GMP binding based on previous data, motion in this time regime was characterized using high-power CPMG relaxation dispersion (117, 183, 396, 427).

A $^2$H, $^{15}$N-labelled GMPK sample was concentrated to 900 µM and was used in the CPMG experiment. For the GMP-bound state, three-fold excess GMP, ~2.7 mM was added to the sample. GMPK residues did not exhibit significant dispersion at 298 K and the $R_{2,\text{eff}}$ values were very small, implying that the exchange rates are outside the observable rates for the experiment at this temperature. Previous work on guanylate kinases and adenylate kinase have shown that the open-to-close transition at 298 K occur too fast (433, 434). Thus, temperature was lowered to 277 K to capture these motions. Assignments at 277 K was obtained by collecting fingerprint spectra for both the apo and bound states at 298 K, 288 K, 280 K, and 277 K, following chemical shifts responding to the temperature change (not shown). Residues that were unambiguous were excluded from the analysis. All available data was then analyzed using ShereKhan (146). Residues that exhibited a drop in $R_{2,\text{eff}}$ of more than 2 s$^{-1}$ were considered to show dispersion.
and are the only ones used to calculate the exchange rate, $k_{ex}$. Data was fit under the fast exchange regime and the Luz-Meiboom model (146, 435).

After identifying residues that displayed dispersion, the data was subjected to a clustering algorithm to identify residues that can be fit to a single exchange rate. In both the apo and bound states, the residues were all fit to a single global exchange rate, based on Akaike Information Criterion (AIC), comparing the global fit to clustered and individual fits.

Interestingly, GMP binding does not quench the motion (Figure 7.11). As mentioned above, more residues are observed in the GMP bound state to have dispersion. For the apo state, the $k_{ex}$ is $10,800 \pm 800$ Hz, while for the GMP-bound state is $10,600 \pm 600$ Hz. These exchange rates are not within the limits of conventional CPMG, for which the limit for the CPMG pulse frequency is usually between 1.5 – 2.0 kHz. In these experiments, high-power CPMG extended this pulsing limit to 6.0 kHz, allowing an accurate determination of the conformational exchange rates for GMPK. A representative set of dispersion profiles are shown (Figure 7.11B) for cases that are exhibiting dispersion in the both forms, in GMP only, or in apo only. The grey vertical line in the dispersion profiles indicate the limit of conventional CPMG and shows the improvement that is provided by using high power. As of this writing, this is the first application of high-power RD to study the conformational dynamics of an enzyme.
Figure 7.11. Microsecond-millisecond motion detected in GMPK by high-power CPMG. High-power CPMG relaxation dispersion experiment captures μs-ms motion across the entire structure of GMPK. Residues are colored based on the condition they show dispersion: both nucleotide-free and GMP-bound states (yellow), only in nucleotide-free state (blue), and only in GMP-bound state (red) (A). Representative dispersion curves for each set of residues for the nucleotide-free (black) and GMP-bound (red) states. The lines were fit using ShereKhan, Grey line at 2 kHz represents the limit of conventional CPMG experiments (B).
Among the assigned residues with detectable dispersion, several are located within the GMP-binding domain and near the GMP-BD/LID hinge. In some cases, active site dynamics induced by substrate binding may contribute to the ability of an enzyme to sample conformations optimal for substrate processing (Figure 7.11B) (436, 437). It is notable that more residues exhibit dispersion upon addition of GMP which may indicate a similar phenomenon where in conformation optimization occurs in preparation for substrate processing. Coupled with data from MFA, there is some evidence of increased flexibility in the ATP binding site, which might serve to prime the GMP-bound complex for ATP binding prior to the chemical step. It also may be the case that conformational exchange is only quenched once the two substrates are bound. It will therefore be interesting to see how these dynamics are altered in the ternary complex, such as in the presence of ATP analogs, to mimic a pre-processing state, or ADP. Similarly, it is interesting to see how binding on the ATP-binding site in the absence of GMP affects these dynamics. These studies may provide some fundamental dynamics information as a model for conformational dynamics in ternary complexes. Potentially, it is possible that the conformational exchange in this timescale is only quenched when both GMP and ATP are bound to GMPK so as GMPK is not trapped in a state where only one of them is bound.

Overall, analysis of relaxation dispersion for the apo and GMP-bound states of GMPK reveal interesting features that warrant further investigation, particularly in painting a complete dynamical picture of the enzymatic activity of GMPK and the accompanying conformational cycle.
Some notes on Helix 3. Helix 3, which is located immediately after the GMP-binding domain, has been of special interest to understanding the dynamics associated with GMPK function. Specifically, crystallographic studies of the GMP-bound yeast GMPK revealed elevated B-factors in helix 3, compared to the apo form (428). Van der Waals contact in this region was not disrupted and is not thought to be the reason for the increased mobility based on B-factors. As discussed above, binding of GMP induces a transition into the closed form that brings the GMP-binding domain closer to the LID and CORE domains (427, 428, 430). It was proposed that this motion acts to unwind the helix, causing a tension that increases mobility (Figure 7.12). This mobility is thought to assist in product release (428). The same hypothesis has been put forth in adenylate kinase (AK) where the Ap5A complex resulted in increased mobility in the analogous area, after the NMP binding site (438). In the apo form of AK in this study, mobility is observed in the NMP-binding domain which is quenched upon substrate binding – or as proposed, mobility is moved outside the NMP binding domain after successful substrate binding. It was thought that this flexibility provided a counterweight to ensure product release. That is, so that the complex is not trapped in an energy well (438). Interestingly, in the case of mouse GMPK, this increase in B-factor is not observed in the ternary complex with ADP and GMP (426). Instead, the flexibility of helix 3 in the yeast GMPK bound to GMP was attributed to it being bound to a single substrate (426). To date, however, no systematic study has been done on the role of helix 3 on the catalytic cycle and conformational changes associated with substrate binding in GMPKs. That said, the location of helix 3, near
the bottom of the GMP-binding domain and adjacent to a hinge region, does make a compelling case for a possible role.
Figure 7.12. Helix 3 in relation to the GMP—BD and CORE domains. Helix 3 (in purple) is hypothesized to be involved in product release in GMPK. It appears to be positioned as a hinge between the GMP-BD and CORE domains and is proposed to experience an ‘unwinding’ as GMP-BD moves in response to ligand binding. The red arrow indicates the motion of GMP-BD that ‘acts to unwind’ helix 3. Order parameters corresponding to this helix are also shown for apo (gray) and GMP-bound (magenta).
Closure upon GMP binding
In this present work, the complex between GMP and GMPK was investigated. Available data only partially covers the helix but provide some preliminary insights on the dynamics of helix 3 (Figure 7.12). A couple of residues within the helix do show reduced flexibility in the ps-ns timescale, although there is also a residue that shows increased flexibility. However, as there is limited data on this region, it is difficult to confirm the proposed role for helix 3 based on its flexibility in the ps-ns timescale upon substrate binding. Interestingly, in the stretch of amino acids from residue 91 to 102, six residues exhibit relaxation dispersion in the bound form, and only three (V99, L100, and D101) are observed in apo (Figure 7.11). These three are actually observed in both. As all dispersion profiles were fit into a single cluster, this could mean that this motion corresponds to the global motion that GMPK undergoes. However, more data, particularly at other temperatures, will be necessary to be certain that there are indeed no thermodynamic clusters.

B-factors are typically correlated to the order parameter such that they reflect motion in the ps-ns timescale. Room-temperature X-ray crystallography shows that solution dynamics in this timescale correlate well with order parameters calculated from the generated models (82). However, the relationship between order parameters from solution and B-factors from crystallography is also affected by other factors (83). While a trend typically is observed – that high $S^2$ is correlated with lower B-factors – factors like the crystal lattice and slower motions in solution may impact the relationship. For instance, elevated B-factors may be explained by multiple conformations that are in slow exchange (83). Thus, an argument could possibly be made that the elevated B-factors observed in yeast GMPK might
correspond to the exchange process observed in this current work. However, this needs to be systematically studied – perhaps by crystallographic studies of GMPK bound to GMP or by looking at solution dynamics of the GMP-bound yeast GMPK. Until then, assigning function to this helix will remain speculation.

**What can we do with the AF2 prediction?** In the discussion above, it was alluded to that the prediction from AF2 can be used to help design some experiments related to GMPK. Here, two such examples that are related to the current work will be discussed very briefly.

First, the structure of GMPK in the closed form is currently unknown. The available AlphaFold2 prediction can help determine this structure experimentally, whether by providing a model to analyze diffraction data as discussed in Chapter 2, or by using it to analyze sparse NOE restraints from NMR akin to the use of EPR distance restraints in *de novo* structure prediction (61, 62, 439). Second, the available AF2 structure can be used to design EPR experiments and efficiently (Figure 7.13) place spin labels in areas that undergo larger amplitude conformational changes (87). EPR-derived ensembles under different substrate conditions can then be obtained and interpreted in tandem with dynamics data from NMR to fully capture the conformational cycle and the dynamics associated with the catalytic cycle of GMPK. Overall, an integrative biology approach will certainly provide a better understanding of GMPK dynamics, especially as a model for a bi-substrate enzyme, and also provide tools that can be used in drug discovery efforts against this potential drug target.
Figure 7.13. Proposed EPR experiments based on AF2 predictions. Residues that undergo large conformational changes based on the apo structure and AF2 prediction can be labelled with spin labels (orange spheres) for EPR/DEER analysis. A few such residues are shown along with the distance changes associated with them. Coupled with NMR data, this will provide further details into the conformational cycle associated with GMPK catalysis.
In this chapter, the solution dynamics of human guanylate monophosphate kinase was investigated as well as how these dynamics respond to binding of a single substrate, GMP. Two timescales were probed in this work: the fast picosecond-nanosecond timescale that revealed global ordering upon GMP binding, and the slower microsecond-millisecond timescale that captured a global conformational exchange event in GMPK that is not quenched even with substrate binding. Interestingly, in fact, more residues show dispersion upon addition of GMP. Further experiments involving the ternary complex or binding of ADP or ATP analogs will provide additional information on the role of dynamics and how it is altered throughout the catalytic cycle of GMPK.
“A long-term goal of structural biology remains the visualization of molecular structures in their natural context, which is often referred to as in-cell or in situ structure determination.”

Patrick Kramer
Nature Structural and Molecular Biology 2020 (440)

Time and time again, the ability of NMR to study biomolecules “near physiological conditions” has arguably been one of its top selling points. The truth, however, is any buffer system will not be a sufficient substitute for the cellular milieu (441). The current methods continue to improve in characterizing protein structure and dynamics in vitro, and the long-term goals of in-cell structural biology, arguably, are within reach. This work illustrates some applications of NMR and contributes to the already massive collection of studies in the field of in vitro structural biology. Thus, the present work exemplifies how deeply engrained NMR is in the field of structural biology, particularly in dynamics and drug discovery, and how heavily these areas rely on, and for years to come will continue to do so, on NMR methods.
This chapter summarizes the present work in as few words as possible, discusses a few more interesting (to the author) NMR-related methods, and offers concluding remarks on the future of NMR and structural biology.

**NMR and drug discovery: PRL3 inhibitors.** Several inhibitors have been identified for PRL3 but have been deficient in one area or another. The present work adds to this list: limited solubility drugs, candesartan and salirasib, and a weak inhibitor, olsalazine. There is, however, hope in improving these molecules – candesartan derivatives that are more soluble appear to be feasible candidates based on docking results, and olsalazine might prove to be an interesting scaffold. NMR will certainly play a role in characterizing, improving, and screening these and other molecules. Importantly, olsalazine is the very first molecule to be shown to bind to PRL3 – and this was also accomplished by NMR. NMR also served as an excellent validation tool in assessing the binding of other PRL3 inhibitors. Those tested in the present work, however, failed to show binding. While the application of NMR in this work has been limited to binding validation, it is easy to see how it fits in the entire pipeline of drug discovery. Today, it is screening for PRL3 inhibitors, and in the future, it will be characterizing the structure of the complex and assisting in improving the efficacy and specificity of these molecules. Furthermore, in the present work, docking simulations revealed what is possible a novel allosteric site within PRL3 that has not been targeted before. Future studies will validate this site and its ‘druggability.’ Certainly, NMR will play a role in these studies.
**NMR and conformational heterogeneity: MDMX structures.** Through the years, MDMX has proven to be a challenging protein to target. Inhibitors identified have not been as successful as the inhibitors of the homologous protein, MDM2. In this work, it has been hypothesized that this difference is due to the variation within the functional conformational subset of the conformational energy landscape and the average structure of MDMX. Data mining on available structures, indeed, reveal that while the different inhibitors identified so far had similar pharmacophores, significant flexibility is observed distal to the binding site, indicating significant conformational heterogeneity of MDMX. Residual dipolar couplings collected on the MDMX:nutlin complex recapitulate the observed differences in residues distal from the p53-binding site. The low Q-factors indicate that the structure of MDMX bound to nutlin is distinct from the available structures despite highly similar pharmacophores. This work, however, is highly preliminary, but shows that the MDMX/MDM2 could serve as an excellent model to study the relationship between dynamics and function. NMR is also very well-suited to tackle this problem, especially if molecular recognition occurring in the hidden time window, which covers about four orders of magnitude of motion from several nanoseconds to tens of microseconds, turns out to be involved in this process.

**NMR and dynamics at various timescales: GMPK and substrate binding.** GMPK is both an interesting model and therapeutic target. It has eluded drug discovery for so long, but recent data show that GMPK has promise to be an anti-
cancer target. Meanwhile, it is an interesting model for a ternary complex with two distinct substrates. For human GMPK, the solution structure was only recently determined, and remains, to date, the only structure available. There is enough evidence, however, from other organisms and structure predictions, that the conformational changes are conserved – an open-to-closed transition upon substrate binding. However, as evinced by the behavior of helix 3, there are also some differences between the motions of GMPK from various organisms. A systematic study has not been done and this current work provides an initial description of the solution dynamics using NMR relaxation and relaxation dispersion to study picosecond-nanosecond and microsecond-millisecond motion.

GMP binding, perhaps as expected, induces ordering in the picosecond-nanosecond timescale. Interestingly, CPMG shows more residues exhibiting dispersion in the GMP-bound state. The consequences of these need to be further explored. The current work, to date, is the first application of high-power CPMG to a non-model system and an enzyme. Future work shall characterize the occupancy of the ATP site by an ATP analog or more interestingly, the ternary complex. There is significant work that is expected to come out of this area of study within the next five years, involving state-of-the-art NMR methods of detecting biomolecular motion.

**NMR encore: a couple more interesting applications.** Clearly, a quick google search, even by the uninitiated, will yield a plethora of advancements and applications in the field of NMR – even within the past few months! During the
COVID pandemic (which is still happening as of this writing), NMR has emerged as a tool to quickly address the current structural and drug discovery needs involving SARS-CoV-2 (442). If anything, this shows the reliability and power of NMR, and also illustrates that even established NMR techniques are still very useful and applicable in today’s problems.

Another technique that certainly is not new is $^{19}$F-NMR. The fluorine nucleus can easily be incorporated into proteins, is very sensitive, and has virtually no background (443). Because of these attractive properties, it continues to be used in studies involving protein structure, dynamics, and even drug discovery (444). One of the more interesting applications of $^{19}$F-NMR is in G protein-coupled receptor (GPCR) dynamics. While there are certainly improvements in expression and purification techniques, GPCRs remain very challenging to study. The re-emergence of $^{19}$F-NMR, however, has allowed for the study of structural changes and dynamics in response to modulators whether through simple chemical shift perturbation or relaxation dispersion studies (445). This area is clearly one to watch, especially for those interested in GPCR biology. Meanwhile, as mentioned in the beginning of the chapter, in cell structural biology remains the goal. $^{19}$F-NMR has also contributed to this aspect and promising approaches should continue to emerge over the next few years (or months!) (446, 447). Possibly, the next application would be $^{19}$F-NMR of GPCR activation inside mammalian cells?

Finally, another area of interest, and perhaps more in line with the current work, is a complete description of protein dynamics in solution. Particularly, it will be interesting to see how computational methodologies and improvements in NMR
will yield a routine protocol to characterize correlated motions and allostery within any protein system (448). Multi-conformer, multi-temperature crystallography has allowed for the visualization of such correlated motions (45, 85). Further improvement in relaxation dispersion studies is possibly how NMR will contribute to this area, along with methods that characterize the full span of timescales of protein motions (99, 117, 139, 145). Of course, this will be coupled with continued improvements in computational methods such as multi-microsecond long MD simulations (76). The era of integrative biology is surely equipped to tackle this outstanding question.

...and beyond. There may be a lot that can be discussed about the future of structural biology, especially in the recent emergence of AI-based tools. However, everything likely boils down to this: The future of structural biology is integrative, dynamic, and inside the cell. It is my opinion, that no matter how this future pans out, NMR will be at the center of it.
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