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ABSTRACT

IOT IN SMART COMMUNITIES, TECHNOLOGIES AND APPLICATIONS
Muhammad Zaigham Abbas Shah, Syed
November 8, 2022

Internet of Things is a system that integrates different devices and technologies,
removing the necessity of human intervention. This enables the capacity of having
smart (or smarter) cities around the world. By hosting different technologies and al-
lowing interactions between them, the internet of things has spearheaded the develop-
ment of smart city systems for sustainable living, increased comfort and productivity
for citizens. The Internet of Things (IoT) for Smart Cities has many different domains
and draws upon various underlying systems for its operation, in this work, we provide
a holistic coverage of the Internet of Things in Smart Cities by discussing the fun-
damental components that make up the [oT Smart City landscape, the technologies
that enable these domains to exist, the most prevalent practices and techniques which
are used in these domains as well as the challenges that deployment of [oT systems for
smart cities encounter and which need to be addressed for ubiquitous use of smart city
applications. It also presents a coverage of optimization methods and applications
from a smart city perspective enabled by the Internet of Things. Towards this end,
a mapping is provided for the most encountered applications of computational opti-
mization within IoT smart cities for five popular optimization methods, ant colony
optimization, genetic algorithm, particle swarm optimization, artificial bee colony op-
timization and differential evolution. For each application identified, the algorithms

used, objectives considered, the nature of the formulation and constraints taken in



to account have been specified and discussed. Lastly, the data setup used by each
covered work is also mentioned and directions for future work have been identified.
Within the smart health domain of IoT smart cities, human activity recognition
has been a key study topic in the development of cyber physical systems and as-
sisted living applications. In particular, inertial sensor based systems have become
increasingly popular because they do not restrict users’” movement and are also rel-
atively simple to implement compared to other approaches. Fall detection is one of
the most important tasks in human activity recognition. With an increasingly aging
world population and an inclination by the elderly to live alone, the need to incor-
porate dependable fall detection schemes in smart devices such as phones, watches
has gained momentum. Therefore, differentiating between falls and activities of daily
living (ADLs) has been the focus of researchers in recent years with very good results.
However, one aspect within fall detection that has not been investigated much is di-
rection and severity aware fall detection. Since a fall detection system aims to detect
falls in people and notify medical personnel, it could be of added value to health pro-
fessionals tending to a patient suffering from a fall to know the nature of the accident.
In this regard, as a case study for smart health, four different experiments have been
conducted for the task of fall detection with direction and severity consideration on
two publicly available datasets. These four experiments not only tackle the problem
on an increasingly complicated level (the first one considers a fall only scenario and
the other two a combined activity of daily living and fall scenario) but also present
methodologies which outperform the state of the art techniques as discussed. Lastly,

future recommendation have also been provided for researchers.
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CHAPTER 1

INTRODUCTION AND DISSERTATION OVERVIEW

1 DMotivation

The world is experiencing a bulging world population and increasing urbanization
which is set to grow by more than 10% in the next 30 years [1] resulting in a total
of 70% living in cities by 2050. Countries around the world are looking at equipping
their cities to deal with the influx of people and the stress it will bring to current
city systems [2]. This is to be performed keeping in view the UN Sustainable De-
velopment Goals 2030 [3]. In this regard, Smart Cities have come out as a major
initiative by various governments in making cities more navigable and welcoming to
the expected population increase and providing city dwellers a better living experi-
ence, as is evidenced by the multiple projects ongoing on both the public and private
level [4, 5, 6, 7]. The Internet of Things (IoT) has been the prime enabler of smart
cities as it has provided the means in terms of sensors, architectures, storage and
other technologies to instrument cities. It allows stakeholders to gather data, pro-
cess it and then make decisions based on the analyses performed. There are various
domains within smart cities, these include Smart Agriculture, Smart City Services,
Smart Grid, Smart Health, Smart Homes, Smart Industry, Smart Infrastructure and
Smart Transportation.With improvement of Artificial intelligence (AI) capabilities
in the last decade, there have been different applications of machine learning (ML)
and deep learning (DL) algorithms within each of these domains providing for better
decision making and improvement of services. Apart from various supervised and un-
supervised learning applications, several tasks within different components of smart
cities can be formulated into optimization problems and/or require heuristics to be
incorporated in some form. However, in both such tasks, there is a dearth of an
overall coverage of Smart City IoT based ML/DL and combinatorial optimization
problems. Such a coverage would be very beneficial to researchers starting in the
field and has been presented herein.

One of the major applications of the IoT Smart Cities is for health purposes.
Many countries around the world, especially in the developed world are facing an
aging population. With the retirement of the ’baby boomer’ generation, countries
around the world are facing a big question over caring for their elderly population.
One of the major issues that elderly people face today are falls [8]. In the US, falls
account for a majority of the deaths caused by injury in population aged 65 and
above [9] and a fall related injury occurs every 19 minutes [10]. As indicated in [11],
falls have been associated with estimated medical costs ranging from $31.5 billion for
2013 to $49.5 billion for 2017. Moreover, Floerence et al. [12] notes that in 2018,
falls contributed to 8% of Medicaid expenses in the US for older adults, consequently



falls have huge health as well as financial ramifications for people and governments.
Determining when a person has experienced a fall is therefore an important task in
the healthcare of people, more so in the old age population who tend to increasingly
live alone and are at increased risk of suffering from falls. Apart from just detecting
if a fall has occurred or not, the direction of a fall is an important consideration
as well. Bourke et al. [13] notes that even though 60% of falls occurring in older
adults are forward falls, falls occurring sideways may result in fracture and thus
are important to determine. Quick dispatch of healthcare providers can result in
timely treatment of fall related injuries, thereby reducing the overall impact to life
and wealth. Additional information about the fall could benefit the medical dispatch
team to help decide emergency procedures which could be matched up with patient
history of potentially being injury prone in a certain part of the body. In light of this
all, the development of fall detection systems has been of keen interest to researchers
in the domain of human activity recognition, tele-medicine and smart health.

2 Aims

Citing the importance of IoT usage in communities, the aims of this dissertation are
as follows:

1. To provide a wholistic coverage of IoT based Smart City system design consid-
ering important aspects such as sensors, technologies used, IoT architectures,
the use of machine/deep learning methods and optimization schemes as well as
the challenges.

2. Considering the case study of smart health and specifically fall detection, de-
velop methodologies for detection of falls considering fall direction and severity.

3 Organization

This dissertation is organized in to six chapters. Chapter II presents a coverage
of the IoT for Smart Cities in terms of the technologies used, its architectures and
also the challenges towards IoT usage in Smart Cities. Chapter III discusses the the
applications of machine and deep learning algorithms. This chapter provides a com-
prehensive discussion on IoT usage in Smart Cities by considering the different types
of systems devised for each application as well. Chapter IV discusses the applications
of optimization algorithms in IoT based smart cities for five popular algorithms. It
thus provides a coverage of optimization applications under the IoT smart city um-
brella. Chapter V presents work on a chosen case study of smart health based on
IoT. The considered task is fall detection with direction and severity consideration.
Four experiments have been performed in this regard considering three scenarios, one
considering falls only with direction and severity and two others considering falls and
activity of daily living (ADL) as a combined problem. The designed methodologies
have shown to outperform the state of the art as has been discussed in the chapter.
The conclusion and future work opportunities are discussed in chapter VI.



CHAPTER II

I0T SMART CITIES

1 Introduction

This chapter provides an overeview of the use of IoT in Smart Cities and discuss
how it facilitates such initiatives. It starts by laying out the structure of Internet
of Things in a Smart City context, discussing its various applications, components
and architectures while also discussing the technologies used at the different levels of
the IoT architecture. Lastly, a discussion of the technical challenges that exist in the
deployment of 10T in the Smart City domain is provided along with identification of
potential solutions to those challenges followed by future directions.

It is hard to define a Smart City, in fact, cities claim to be ‘smart’ based on a
variety of criteria, for e.g. implementing novel e-governance schemes, creating so-
cial learning ventures and community engagement programs, focusing on sustainable
living as well as the more typical application of Information and Communication
Technologies for innovation [14]. In this work, Smart Cities are defined to be the ap-
plication of various information and communication technologies (ICT) with the aim
of creating a better living experience for a city’s population. This encompasses use
of these technologies in all the domains discussed previously, including governance,
transport, housing, business, sustainable living, social learning, community engage-
ment, providing opportunities and more. In an ideal sense, the idea of a smart city
transcends the typically set boundaries of a traditional city’s administrative and so-
cial structure by allowing interaction between the two, thereby enabling it to operate
in a more cohesive and engaged manner. Smart cities offer several advantages (in
terms of value) compared to a traditional city ecosystem:

1. Climate goal achievement: Smart cities are at the forefront of pioneering tech-
nologies to help enable countries meet climate goals. Smart city focuses on
smart energy management, smart transportation systems and city administra-
tion which aim to reduce the carbon footprint of cities and enable development
and use of new technologies for cleaner living.

2. Money value: Smart City ventures will be a market of USD 1 Trillion by 2025
[15], this provides a huge monetary incentive for not only governments but
private companies to actively contribute to the development of technologies
supporting smart city development.

3. Societal impact: The centerpiece of the smart city project is to improve the qual-
ity of life of a city’s inhabitants and help develop an inclusive society wherein
every opinion is catered for and equal opportunity is provided. Information and



Communication Technologies in the smart city context are a fundamental com-
ponent to the provision of public services by facilitating interactions of citizens
with the city environment and making life easier.

2 Smart City Components

A smart city is made up of several components which are illustrated in Figure 1.
Smart city applications typically have four aspects associated with them, the first is
the collection of data, the next is its transmission/reception, third is the storage and
fourth is analysis. The collection of data is application dependent and has been a real
driver for sensor development in the various domains. The second part is the exchange
of data, this involves data transmission from the data collection units towards the
cloud for storage and analysis. This task has been achieved in several manners,
many smart city ventures have city-wide Wi-Fi networks, 4G and 5G technologies are
being used, as well as various types of local networks which can convey data either
on a local level or a global level. The third stage is storage in the cloud, different
storage schemes are used to arrange and organize data so as to make it usable for
the fourth stage which is data analysis. Data Analysis refers to the extraction of
patterns and inferences from the gathered data to guide decision making. In some
situations, simple analysis such as basic decision making and aggregating would work
too. For more complex decision making, the availability of the cloud allows not only
for heterogeneous data gathering/storage and processing but also analysis through
the use of statistical methods as well as machine and deep Learning algorithms in
real-time [16].

2.1 Smart Agriculture

Food security is one of the most important parts of the United Nations Sustainable
Development goals for 2030. With an increasing world population, worsening climate
change causing erratic weather in food centers of the world, the race to ensure that
food production is made sustainable and that dwindling resources such as water are
utilized efficiently has been a high priority for countries around the world. Smart
agriculture is the use of sensors embedded into plants and fields to measure various
parameters to help in decision making and prevent/diseases, pests etc [17]. A part
of the smart agriculture paradigm is precision agriculture, which involves sensors
being placed in plants to provide targeted measurements and therefore allow for
targeted care mechanisms to be deployed. Precision agriculture will be necessary
for food security in the future [18] and therefore is an essential part of the fight for
sustainable food production. The major applications of Al in IoT for agriculture are
crop monitoring/disease detection and data driven crop care and decision making.

2.2 Smart City Services

Smart city services encompass the activities that sustain a city’s population, these
involve municipal tasks such as supply of water, waste management, environmental
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control and monitoring etc. Sensors for water quality can be deployed to continually
provide an update about the quality of water being used in the city and detect leaks
[19]. One popular component of smart city initiatives is the management of waste,
and it has been the part of many of the smart city initiatives mentioned earlier, from
chutes in Barcelona to having bins equipped with sensors and connected to the cloud
so as to not only inform the relevant authorities of the need to empty them but also
using Al to determine the best route to reduce cost [20]. Sensors can also be used to
monitor the environmental conditions in a city to determine pollution levels [21] and
guiding citizens to the next free parking space to save fuel costs [22].

2.3 Smart Energy

Typical electrical systems have one-way energy flow from a main generator source,
usually a hydroelectric or fossil fuel based power plant. Power generation is controlled
via feedback from the substations, however, since there is no information feedback
from the consumer end, the power generation scheme used with these systems requires
that the power being produced by these sources outstrips the demand by a large
amount to ensure continuous supply of power. The process of detecting faults and
performing corrective actions in such systems is also a time taking process. Moreover,
with renewable energy technologies becoming cheaper, the consumer of today not
only has a supply from the main utility but also performs their own generation.
Smart Grids is the use of ICT to make the current and newly installed grids more
observable, allow for distributed energy generation, both at the consumer end as well
as the utility end and introduce self-healing capabilities in to the grid. One aspect



of smart grids is that real time power data is transmitted to utilities at different
points on the grid throughout the supply lines till the customer. Since smart grids
provide real-time data about consumer usage, it allows for better management of
power generation using prediction models developed through acquired consumption
data, integrating different energy sources as well as self-healing [23] of the network
to ensure an uninterrupted supply.

2.4 Smart Health

Smart Health refers to the use of ICT to improve health care availability and quality.
With an increasing population and rising costs of healthcare, this area has been of
intense focus of researchers as well as healthcare providers. Current health systems
are over burdened and therefore cannot cater to the increasing demand from the pop-
ulace. In this regard, smart health aims to ensure that healthcare be available to as
many people as possible through telemedicine services [24] and improved diagnosis
assistance to doctors utilizing Al [25]. With the ubiquitousness of mobile phones
and health trackers [26] that can capture real-time data about peoples health (ECGs,
temperature, body oxygen saturation and other biosensors) while also recording daily
activity and detecting abnormal movements using inertial sensors, it has become pos-
sible to leverage cloud capabilities for processing this data to make better healthcare
decisions. Thus reducing the overall costs as well as burden on healthcare facilities.

2.5 Smart Home

One major component of Smart Cities is the Smart Home since it is central to the
life of the city’s inhabitants. Smart Homes involve the use of sensing units installed
throughout a person’s home that provide information about the home as well as
its occupants. These sensors might include user activity monitors such as ambient
sensors, motion trackers and power/energy consumption.

2.6 Smart Industry

Industries around the world are busy in a continuous pursuance of being more ef-
ficient and increasing productivity while reducing cost. The industry 4.0 paradigm
entails the vision of a connected factory where all its intermediary functionaries are
seamlessly integrated, working in tandem with each other. This is made possible be-
cause of the internet of things [27]. The use of IoT in manufacturing and production
processes, cyber physical systems integrating workers and machines has led to several
benefits to the industry such as faster and better innovation, optimization of manu-
facturing schemes (resources and processes), better quality of products and enhanced
safety for factory workers. However, smart industries come with several challenges
for ToT usage, working with a set of heterogeneous devices and machines has its own
challenges and requires cyber physical systems to have flexibility in configuration, con-
nectivity and quick implementation for use in IoT applications for Smart Industry
[28]. Artificial Intelligence has gone hand in hand with IoT to spur the development
and deployment of industry 4.0 services. With sensors being embedded in machines



and other processes in the factory, data from these sources provide an opportunity for
using Al techniques to increase automation, perform business intelligence operations
and more. In fact, researchers have suggested frameworks for integrating Al within
[oT for Smart Industry [28, 29, 30]. The major applications of Al in the industry are
predictive maintenance, monitoring/fault detection (machine health) and production
management.

2.7 Smart Infrastructure

The infrastructure of a city is paramount to its living quality, city governments need
to construct new bridges, roads and buildings for the use of its inhabitants and also
perform maintenance for uninterrupted usage. Smart infrastructure helps cities in
ensuring their infrastructure is in shape and usable by utilizing sensors for measuring
building/bridge structural state for structural health monitoring using accelerome-
ters [31] and smart materials [32]. Data collected through these sensors allows for
predictive maintenance of these essential units to maintain normal operation of the
city.

2.8 Smart Transport

Many urban centers suffer from traffic problems, this includes congestion, pollution,
scheduling and cost reduction issues for public transport. The rapid development
and implementation of new Information and Communication Technologies, Vehicle-
Infrastructure-Pedestrian communication has become commonplace. Whether it be
Vehicle to Vehicle (V2V), Vehicle to Infrastructure (V2I), Vehicle to Pedestrian (V2P)
or Pedestrian to Infrastructure (P2I), such technologies have made the design of smart
transportation systems possible. With cars having a GPS device and the common-
ality of cellphones with every driver, many approaches use GPS data to track driver
behavior and traffic patterns [33]. This real-time data is already used for route map-
ping in applications such as Waze and Google Maps and used for trip scheduling in
public transport. Parking systems equipped with sensors can also guide drivers to
the nearest free parking spot.

3 Internet of Things for Smart Cities

At the heart of the smart city initiatives is the internet of things, it is the enabling
technology that has allowed for the pervasive digitization that gives rise to the con-
cept of smart cities. The internet of things refers to the ubiquitous connection of
devices to the internet, allowing them to send information to the cloud and poten-
tially get directions for performing actions. IoT involves the collection of data and
performing data analytics operations to extract information in order to support de-
cision and policy making. It is estimated that by 2025 more than 75 billion devices
will be connected to the internet [34], spearheading even more application develop-
ment. Within the smart city context, loT allows for sensors to collect and send data



about the city’s state to a central cloud, which is then mined or processed for pattern
extraction and decision-making purposes.

3.1 IoT Architectures for Smart cities

The Internet of Things unifies the operations of data sensing, transmission/recep-
tion, processing and storage through the use cloud services. Based on technology, a
generic [oT architecture consists of five layers where successive layers operate on the
information from the previous layer as shown in Figure 2. It also shows the three
different architectures that exist for [oT systems.
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The Sensing layer, also called the Perception layer consists of sensors that can
get information about physical quantities of interest in any application as well as
actuators which can act upon physical objects, such as Radio Frequency IDentification
(RFID) readers for reading RFID tags and other such devices. The data read by the
sensing layer is passed onward to the Middleware layer using the networking layer
through wireless network technologies such as Wi-Fi, cellular internet, Zighee and
Bluetooth etc. The Middleware layer provides a generic interface for the sensing
layer hardware and the Application layer which uses the data through various API’s
and database management services to provide users with services. The Business layer
is attached to the application layer and is used to develop strategies and formulate
policies that help manage the complete system.

In terms of architectures, typically, [oT architectures are categorized based on
the type of operation responsibilities allocated to parts of the IoT system, this cat-
egorization is based mainly on processing of data responsibilities. There are three
architectures of IoT systems with respect to the stage of the IoT framework where
processing of data can be carried out and these are Cloud, Fog and Edge Models.
Table 1 lists the traits of each of three layers of the IoT system. It is important to



mention that the three IoT architectures discussed here are not mutually exclusive,
instead the aim of this hierarchy is to complement the higher layer by providing it only
useful information which makes the system more productive and dependable. For any
[oT system designer, the aim is to establish a balance between the capabilities of the
three layers keeping in view system costs and requirements.

3.1.1 Cloud Computing Model

This was the first proposed architecture for IoT systems and is based on the premise
that processing of data from the various components in the [oT system should take
place in the cloud. Cloud computing allows for the remote accessing of uninterrupted
shared resources (computing, storage and services) over the network. It should be
able to dynamically allocate these resources without human intervention, schedule
or pool as necessary and be able to be accessed from a variety of different platforms
[35]. The cloud can provide both hardware as well as software services for smart city
applications. It has the advantage that it provides a central management platform
from which to observe, control the IoT system as well as to disseminate command
actions based on the received data. Moreover, this centralization also allows for cloud
systems to have sufficiently large computing and storage capacities thereby allowing
them to perform complex tasks of data mining, pattern extraction and making infer-
ences from sensor data in smart cities to make use of it in the best manner possible.
However, there are a few disadvantages with using the cloud computing model for
the IoT. First, transmitting all gathered data to the cloud increases network traffic,
even though this may not be true for applications in which measurements are not
very frequent, but in other cases, this could increase network costs. Moreover, data
transmission overheads may increase due to the large amount of data that needs to
be transmitted by the many sensors existing in the smart city scenario. Another
disadvantage that the cloud computing model suffers from is data latency, since the
sensing units exist at the sensing layer and the decision making/data processing takes
place in the cloud, this gives rise to data latency in the transmission of sensing infor-
mation, especially when many devices start sending data at the same time. Network
reliability can be an issue when using this model, with the large volume of data traffic
on the network, it might not be possible to enforce robust data transmission schemes
as [oT systems get bigger.

3.1.2 Fog Computing Model

Since most of the information produced with in IoT takes place towards the sensing
end of the IoT system, also called the edge, Fog Computing was proposed in [36]
to overcome some of the problems of the cloud computing model for the IoT. Fog
computing provides a more diverse distribution of responsibilities than are dictated
by the cloud computing architecture by moving some of the processing to devices
on the local network. Typically, Fog computing refers to data processing that is
carried out by routers and other network devices within in the Network layer in the
IoT. Since network devices nowadays increasingly offer better computational capabil-



ities, one can leverage them to perform rudimentary operations on data. Operations
such as aggregation and collection of sensor data, simple processing operations and
decision-making can be performed to reduce the amount of information flow towards
the higher cloud layer. Questions that need to be answered for the decision-making
process include but are not limited to for e.g., does the decision require the use of
averaging for one quantity and instantaneous values of the other? Is it possible to
extrapolate data received for one quantity and use the currently measured value for
another one? Based on the previous data for a given period, can one provide higher
layers with decision options rather than just data, thereby providing better quality
information to the cloud layer thus resulting in better utilization of cloud resources.
Fog layers can localize decision making since they have access to the local state of a
given region [37]. This would be helpful in implementing distributed decision mak-
ing mechanisms which might be necessary in some applications. Moreover, they also
allow for local networks to be established using non-internet technologies such as Zig-
bee, Bluetooth, RFID etc where sensors and other end devices transmit data to the
Fog node (also referred to as access points in such systems) which is connected to the
cloud.

Fog computing results in reduced costs for deployment of IoT systems, increases ro-
bustness as latency, data overhead and errors in transmission are reduced. This also
improves the efficiency of the applications as quicker decisions can be made on the
received data, which is important in critical decision-making situations. Moreover,
Fog devices have the capability to not only receive data from similar devices at the
edge but also collect it from many different types of devices. This capability to mea-
sure different parameters in the edge environment enable for an application neutral
[oT system architecture to be developed.

Data sent upward by the Fog layer in the IoT hierarchy would be used to gain insights
in to system behavior and to guide new rules of system operation, this will typically
be carried out in the cloud. Devices in the Fog layer may be provided decision making
guidance from the higher cloud layer to ensure smooth system operation. However,
a balance needs to be struck as to the division of responsibilities between the cloud
and the fog layer keeping in view the costs involved.

3.1.3 Edge Computing Model

The purpose of Fog Computing was to push some of the decision making towards
the edge of the network. In recent years, with increasingly capable devices being
developed that are attached to ‘edge’ nodes, simple decision making, and processing
of data has been increasingly moved on to these devices so as to reduce network
and device costs even further at the fog level and make for even deeper distributed
decision-making schemes. Edge computing refers to data processing that is done at
the "thing” level, i.e. by sensors and other devices in the IoT system [38]. Another
concept about Edge computing as discussed in [39] defines the Edge computing layer
as an intermediary layer between the Fog and the ‘things’ (sensors) rather than edge
nodes. The difference between them in this case is the Edge computing nodes act
as aggregation and decision-making units on a smaller scale compared to fog devices
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which act to provide seamless connectivity and data integrity throughout the IoT
network. The aim of the Fog and the Edge computing paradigms is to decentralize
the IoT system for purposes of reducing cost, increasing scalability and increasing

robustness.

Table 1. Comparison of Cloud, Fog and Edge Computing Models

Cloud
Model

Computing

Fog Computing Model

Edge Computing Model

Contextual awareness on a
global level encompassing all
aspects of the application

Farthest away from the edge
and therefore decision mak-
ing can be slow and latency
is high

Utilizes heterogeneous data
from a variety of sensing de-
vices

High network cost

Potential privacy risk as raw
data might be sent to the
Cloud

Least robust as decision
making is centralized

Best capabilities in terms of
resources

Scalability is low

The Fog layer has contextual aware-
ness of the local sensing scenario

Being the closest unit to the edge,
the Fog layer can respond much
more quickly to the data being sent
from sensors and other devices, as it
can aggregate the information sent
Utilizes heterogeneous data, but
within a small region

Medium network cost as data flow
is reduced
Increased privacy
Cloud computing

compared to

More robust than Cloud computing
model
Lesser capable than Cloud devices

Scalability is better than Cloud

Edge devices typically only
have information about
their own status. Exchange
strategy possible but limited
to local neighborhood

Quickest decision making
possible; however, decisions
will be based on local states

Usually do not have access
to different types of data

Least network cost

Even greater privacy en-
forcement possible than Fog
computing model

Most robust as distributed
decision making takes place
Least capable

Scalability is highest

3.2

IoT Challenges for smart Cities

The Internet of Things promises the digitization of all aspects of our lives. For smart
cities, this digitization process entails the proliferation of sensing nodes in every
domain of a city’s operation mechanism. With an application scope this broad, the
creation and subsequent deployment of IoT systems in smart cities carry enormous
challenges that need to be considered. In this section, a discussion is provided of
the challenges that IoT system designers face when making deployments in smart
city applications. The focus in this work is on the technological challenges that
pertain to [oT use in smart cities and has also been the focus of researchers. Figure 3
shows the different challenges which Smart City IoT system deployment encounters,
namely Security and Privacy, Smart Sensors, Networking and Big Data Analytics. A
summary of the discussion in this section is presented in Table 2.
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Figure 3. Challenges for IoT in Smart Cities.

3.2.1 Security and Privacy

Security, along with Privacy is the primary concern in smart cities. Smart cities
involve having essential city infrastructures online, any aberration in the operation
of the city’s services will bring inconvenience to its citizens and put human lives and
property at risk. Therefore, security is a big concern in smart cities. In today’s age
where cybercrime and warfare have become a tactic in world politics, smart cities
are at an ever-greater risk of being the target of such malicious attacks. Encryption
of data transmitted over the network is necessary in this scenario. For smart city
projects to be successful, they require the trust and participation of citizens. The
proliferation of sensors in smart cities, which continuously collect data about the
activity of people may expose the daily activities of citizens to unwanted parties.
Moreover, companies and corporations on the IoT network may use citizen data
without their approval for things like targeted advertising and may perform acts such
as eavesdropping etc. Solutions to this will require processes that anonymize data
collection while retaining the integrity of the context of the measured task so that
apt decision making is possible. Security and Privacy has been covered in detail in a
later section.
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3.2.2 Smart Sensors

Smart sensors are the hardware components that gather data in smart cities. These
devices are manufactured by a host of different vendors that adhere to different sens-
ing mechanisms, standards of measurement, data formats and connectivity proto-
cols. Smart city deployment will require all these devices to exchange data, perform
scheduling of tasks between them and be able to aggregate data together for mak-
ing inferences. A solution to this issue is to develop and use open protocols and
data formats that will enable manufacturers to create equipment that can communi-
cate between each other, further spurring loT system deployment. Another solution
could be the development of ‘standard’ access point nodes for [oT systems that can
communicate to devices using several different communication protocols and are able
to decode the information received. Some manufacturers have, in fact, made their
products compatible with other protocols as mentioned in [40].

Another challenge for smart sensors is reliability and robustness. Reliability and
robustness refer to the dependability and correctness of the IoT system. IoT is the
backbone of future smart cities and being imperative to their operation, the IoT
system needs to provide a smooth experience to its users. This requires that service
requests from users of the application receive an accurate and timely response. The
quality of service needs to be ensured for every citizen in the smart city. Systems
that deliver critical utilities such as transport, electricity etc. should be decentralized.
The distributed connection points will allow for robustness and increase reliability.
One such example is self-healing in Smart Grids [23].

Many current networking protocols are developed for infrastructure networked
devices which have access to continuous power, however, sensors in smart cities will
be mobile in many scenarios and thus be battery powered. Moreover, they will need
to measure, transfer and in some cases save data they have collected. This requires
the development of not only low power, low overhead data transmission schemes
but also development of new memory and storage technologies as well as low power
devices that extend battery life as much as possible. Storing this large amount of
data would require development of compression algorithms which will be employed
and database schemes that will need to be developed in the future as smart cities
and IoT are scaled up. Solutions for power issues necessitate the development of new
battery technologies and perhaps the incorporation of energy harvesting mechanisms
in such devices to make long lasting service provision possible.

3.2.3 Networking

The IoT depends on the capability of sensing and other devices to be able to send
and receive information to each other and the Cloud. With new smart city appli-
cations coming up, providing networking to these devices to remain connected is a
big challenge. Current networking methods are not optimized to providing network-
ing services for smart city components. Many devices in smart cities have mobility
and data throughput requirements which need to be met to provide an acceptable
quality of service. Different approaches have been suggested in terms of defining ac-
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cess points, local networks etc. to solve this problem. Another aspect of networking
would be working on efficient and dynamic routing protocols that can serve IoT re-
quirements capable of working with stationary as well as devices in motion, which
many current protocols do not offer sufficiently [41].

3.2.4 Big Data Analytics

[oT connected devices generated 13.6 Zetta Bytes of data in 2018 and this is expected
to grow to 79.4 Zetta Bytes till 2025 [34]. To make use of this data and continuously
improve the services that are delivered in smart cities, new data analytics algorithms
need to be developed. With the myriad of the different parameters that are measured
in smart cities, these algorithms need to be applicable to data of varying nature (both
structured and unstructured), better data fusion techniques need to be developed as
well so as to combine them in meaningful ways and be able to extract inferences and
recognize patterns. Deep learning has been of interest in this area as it can lever-
age on this large amount of data to provide better results for different applications.
Another important consideration would be to ensure that the developed algorithms
are scalable in that they have enough generality and can be used through out the
intended application. For, e.g., for the purposes of activity recognition, the authors
in [42] found that a CNN trained for activity recognition on one dataset failed to
perform well on others or in [43] where the deep learning network performs poorly
when the color of tomatoes is different from what it was trained on. Concept drift is
another issue of concern as with the continuous acquisition of data, the properties of
data may change over time. Techniques such as incremental learning may be useful
in this respect. Explainability is another important factor for Smart City analytics
to be widely acceptable, specially in the area of smart health. There have been some
approaches suggested towards this end, in [44] a hybrid deep learning classifier and
semantic web technologies based solution is demonstrated for the application of flood
monitoring. In [45], the authors present an explainable deep learning based health-
care system at the Edge for COVID-19 care based on a distributed learning paradigm
with promising results. However, more work needs to be performed to incorporate
explainability techniques such as distillation, visualization, and intrinsic methods into
Machine and Deep Learning based smart city applications in order to increase smart
city application proliferation.

3.3 Sensing Technologies

Sensing is at the heart of smart city technologies. Sensors provide the knowledge and
data from which smart city innovations are created. With the vastly different nature
of Smart City projects and its various components, there are numerous sensors which
are used as part of these initiatives. The authors in [58] have provided a framework
for the comparison of IoT sensors and have listed sensors they found in use for the
Internet of Things. We use their work to direct our survey of the sensing technologies
used in smart cities. Sensors within [oT can be divided in to several groups, these are
ambient, motion, electric, biosensors, identification, presence, hydraulic and chemical
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Table 2. Smart City IoT Challenges and Mitigation

Challenge Mitigation/research direction References
Security and Pri- Encryption [46][47][48][49][50][51][52]
vacy

New authentication mechanisms [53][54][55]

New standards to anonymize data
Prevent data leakage

Smart Sensors Interoperability: Open Standards [46]]47][48][52][53][54][55]
Reliability and Robustness: Decen-  [56]
tralized and distributed architec-
tures and decision making
Power and Memory: Energy har-
vesting, Low power sensors, New
database storage systems

Networking Low power networks, Network [41][52]
schemes that ensure fluent mobility
and routing

Big data analytics New algorithms which work with  [47][52][57]
different natured data, Develop
scalable and explainable Al

sensors as shown in Figure 4. Sensors are the key component in smart city loT
systems which provide the interaction between the smart city system and the city’s
inhabitants and allow for new services to be developed. One thing to note is that
many of the sensors find applications in multiple areas as discussed. Furthermore,
any given application will require measuring different physical quantities and will
require the use of many different types of sensors. For, e.g., ambient, motion, electric,
identification, position, chemical and hydraulic sensors have been found to be used in
smart homes. As noted in the challenges, working with different sensors which might
have different output data types is a task that needs to be dealt with when working
with multiple types of sensors. Table 3 presents a summary of the sensors used in
each smart city component.

3.3.1 Ambient Sensors

Ambient sensors include sensors used to measure physical quantities indicating to
environmental conditions such as temperature, humidity, light intensity and pressure.
Ambient sensors are used in a variety of smart city applications including smart homes
where they are used to regulate the comfort level, they are also used for smart city
services.

3.3.2 Bio-Sensors

Bio-sensors are used for measuring health parameters of living things. Bio-sensors in
smart cities are used for monitoring patients for healthcare purposes. Such sensors in-
clude ElectroEncepheloGram (EEG), ElectroMyoGram (EMG), ElectroCardioGram
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Figure 4. Sensing Technologies for IoT Smart Cities.

(ECG), skin resistance, heart beat, breath sensors, pulse oximetry, blood pressure
and more.

3.3.3 Chemical

Chemical sensors are used to measure chemical properties of materials, this includes
gas sensors which can measure/detect carbon monoxide (CO), carbon dioxide (CO2)
and other gases for air quality monitoring, sensors for detecting smoke, pH and other
sensors for water quality monitoring etc.

3.3.4 Electric Sensors

Electric sensors allow for the measurement of electrical power and are widely used in
smart grids and smart homes to monitor the power consumption of consumers/ap-
pliances. Types include current transformers and voltage sensors to measure current
and voltage, respectively.

3.3.5 Hydraulic

Hydraulic sensors refer to sensors used for liquid measurements such as level, flow,
leak detection. These are used for measurement of liquid levels in tanks [59].
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3.3.6 Identification

Identification sensors refer to RFID tags and Near Field Communication (NFC) de-
vices. These sensors are used in applications involving payments, data exchange in
the domain of smart transportation and smart city services.

3.3.7 Motion Sensors

Motion sensors refer to sensors that can be used for the detection of motion. Sensors
for motion sensing involve inertial sensors such as accelerometers and gyroscopes.
These sensors are used in smart health applications such as activity tracking as well
as applications like vibration sensing in smart homes and industry.

3.3.8 Presence

Presence sensors indicate to the presence of a humans or objects. Passive InfraRed
(PIR) sensors are very popular and are used to detect human motion, reed switches
can be used on windows and doors for security purposes, inductive loop sensors which
use electromagnetic induction can be used to detect presence in transport systems.
Ultrasonic sensors are also used to determine the distance of objects. Capacitive
sensors are also included in this type, these may be used to determine position.

3.3.9 Other Sensors

Various smart city applications make use of different sensing modalities such as audio
or visual information or other signal measurement devices, for, e.g., bluetooth and
Wi-Fi signal strength. Since the sensors for these modalities capture raw information
about signals (visual, sound or signal strength etc.), the gathered data is typically
processed further before it indicates to the target variable being measured.

3.4 Networking Technologies

The internet of things in smart cities depends on the aggregation of data measured by
individual sensing units placed throughout the smart city environment. Systems that
can use these measurements individually have long existed and provided automation
for small projects. However, the ‘smart’ in smart city comes from the collective usage
of the data from these individual sensing units to perform complex decisions while
delivering services to citizens. The collective use of this data enables its analysis over
a wider scope compared to individual levels so as to determine long term patterns
and provide meaningful insights to support services. The number of such IoT devices
currently present in the world [34] are multiple times that of the world population.
To enable these devices to exchange data, wireless technologies need to be used as
physical connections would, for one, be too costly (where ever they can be used),
second, would not satisfy the mobility requirements that are typical of many smart
city applications. The internet has provided connectivity to computers, smartphones
and other electronic devices around the world with each other, allowing for instant
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Table 3. Sensing Technologies for IoT Smart Cities by Smart City Component

Smart City Com- Sensor Type References
ponent
Smart Agriculture Ambient, Chemical, Hydraulic, Other sen-

sors

Smart City Services ~ Ambient, Chemical, Hydraulic, Presence, [60][61][62]
Other sensors,

Smart Energy Ambient, Electric, Motion [63][64]

Smart Health Biosensors, Identification, Motion, Other [65][66][67]
Sensors

Smart Home Ambient, Chemical, Electric, Hydraulic, [63][68]
Identification, Motion, Presence, Other
Sensors,

Smart Industry Ambient, Biosensors, Electric, Hydraulic,
Identification., Motion, Other sensors

Smart Infrastructure  Ambient, Motion, Electric, Other sensors,  [60]

Smart Transporta- Ambient, Chemical, Identification, Mo- [69][70][71]
tion tion, Presence, Other sensors

transfer of information between them. However, for [oT the internet may not neces-
sarily be the only communication method [72] as many applications do not possess
edge devices that can connect to the internet. An application may consist of a local
network of sensing units which can exchange data between them and rely on a multi-
hop communication protocol to send data to a central node, hub or gateway. The
gateway might be fixed and would be connected to the internet, thereby relaying any
monitored data to the cloud for further processing or use. It might also be possible
that devices within an application may use many different protocols with the central
node having the capability to communicate with all of them, a common case for such
architectures is the smart home where manufacturers produce devices using propriety
or incompatible protocols for which a hub may be used, an example of such a system
was provided in [73] and several hubs are commercially available. In this section, we
discuss the network types, topologies and protocols used in the Internet of Things for
Smart City applications as illustrated in Figure 5. We later provide a comparison of
these protocols in Table 4.

3.4.1 Network Topologies

There are three IoT network topologies, point to point, star and mesh [74]. The first
type of topology is the point to point topology where devices are connected to each
other sequentially in a point to point manner. Point to point networks introduce
data hops for packets that need to be sent to other nodes as data needs to go through
each node in the path of the two nodes wanting to exchange data. Point to point
networks are not very popular in IoT systems as it ranks low on fault resiliency and
will breakdown if there is a fault in any of the intermediate nodes. In Star topology,
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all units in a network are connected to a central node or gateway and cannot send data
to each other directly. In order to perform an exchange of data among themselves, the
devices need to send it through the central node. Star topology networks, with their
central node structure provide a natural aggregation scheme for data collection within
the internet of things, however, large networks consisting of many devices, which can
be the case in most smart city applications, may result in high latency and possible
bottlenecks in high information throughput scenarios. Star topology has been used in
various applications including disaster management [75] and environmental sensing
[76]. The last type of network topology that is used in IoT is the Mesh network
topology, mesh networks allow all individual devices to communicate between them.
By enabling communication between the nodes in a network, mesh topology offers
a larger range as data transmitted towards a certain node can make multiple hops
through the network, this also increases the networks resilience as alternate paths
could be used if packet delivery fails due to any node becoming faulty. In fact, such
topologies have been used in smart homes [77] as well as in smart grids [78]. There are
other topologies which have not been mentioned, for, e.g., tree (which has multiple
star networks connected in a point by point fashion).

3.4.2 Network Architectures

Network Architecture refers to the structure of the network used for a given appli-
cation. As discussed earlier, the ‘things’ in IoT may not necessarily be connected
through the internet, in fact a distributed connectivity structure may be imple-
mented with only one unit in the network being capable of sending data to the
cloud depending on the requirement. Work in [72] mentions three types of network
architectures that are used for smart cities based on IoT. These are Home Area
Networks (HANs), Wide Area Networks (WANSs) and Field/Neighborhood Area Net-
works (FANs/NANs). Home Area Networks are short range networks and are usually
used to transmit information to a central node which is responsible for data collection
before it is sent to the cloud. Communication within the network is performed using
some low power communication protocol such as Zighee, Bluetooth, Wi-Fi etc. HANs
are very popular in smart homes where they are used to gather power consumption
and times of operation data from a multitude of appliances which are then sent to
a smart meter as part of a smart grid [79]. The second type of network architecture
is Field Area Networks (FANs), sometimes also called Neighborhood Area Networks
(NANs). Field Area Networks have a larger communication range than HANs and
are used to provide connection between a customer (for, e.g., in a smart grid) to the
utility company. Wide Area Networks are used for network structures that require
communication over large distances. These networks are not as dense as HANs or
FANSs and utilize technologies such as cellular services, wired connections such as fiber
optics as well as a class of low power protocols designed for WANs themselves [80].
WANSs are used in a variety of smart city applications including Smart Grids where
they are used to connect multiple substations together or exchanging data between
the customer and the substation [81].
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3.4.3 Network Protocols

The type of network to use depends on the requirements of the application. It is
imperative that the communication protocol used in a smart city application meet
the desirable quality of service (QoS). Several protocols have been used in the internet
of things for smart cities [48, 82, 83, 84], herein, we discuss the traits of the most
popular wireless networking protocols used in smart cities.

3.4.3.1 RFID Radio Frequency Identification (RFID) utilizes radio frequencies
to transmit and receive data. RFID communication consists of two types of devices,
one device is the Reader and the other is called the Tag. The Reader is usually
powered and once a tag comes in the vicinity of the reader, an exchange of information
takes place after authorization as the tag harvests the energy from the reader. Such
tags are called passive tags, there are also active tags which are do not depend on the
reader for their power. Depending on the standard, RFID can operate on different
frequencies in the radio frequency spectrum between 125 KHz to 928 MHz and can
be used over short ranges. They are used in applications such as smart transport
(toll tax collection, parking), smart health and more.

3.4.3.2 Near Field Communication Near Field Communication (NFC) is very
similar to RFID, however, the structure of NFC communication doesn’t consist of
tags and readers. Unlike RFID, both devices which want to communicate using NFC
need to be powered and data tranmission/reception can take place in both directions
unlike RFIDs. This enables the use of NFC to control and configure devices unlike the
RFID which cannot be used for measurement or control tasks. NFC utilizes similar
frequencies to RFID but is used for very short distances. NFC devices are popular
for applications involving payment using smart phones and are also used in smart
homes.

3.4.3.3 Bluetooth Bluetooth is a low energy protocol popular in IoT applica-
tions as it can support an unlimited number of nodes [82]. The protocol is designed
for short range, low bandwidth communication in an arrangement where devices can
easily exit or enter the network. Bluetooth natively supports the star topology as it
has a master device at the center of the communication mechanism. It operates in
the 2.4 GHz ISM band and can have maximum data rates of 2 Mbps. Bluetooth has
been widely used in smart home due to it providing a direct connection interface to
smart phones without the need for any intermediary hub device.

3.4.3.4 Z-Wave Z-Wave or Zensys wave is a low power protocol developed to
be used in home automation applications. It is a low speed protocol with a short
range, operating in the frequencies of 868 MHz and 900 MHz. It operates in a master
slave fashion where a master can have multiple slave devices which can respond to
commands from the master node. Therefore this is well suited for applications where
a central control element is present and needs to gather data from multiple sensing
units such as smart homes and smart healthcare systems.
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3.4.3.5 Li-Fi Li-Fi (Light Fidelity) uses visible light instead of radio frequency
(RF) to exchange data. The advantage with using Li-Fi over RF communication is
that it can utilize already present lighting systems which also results in conservation
of power [85]. It offers very high speeds of data transfer for short distances and has
been used in parking systems.

3.4.3.6 Wi-Fi Wi-Fi (Wireless Fidelity) operates using wireless frequencies in the
2.4 GHz and 5 GHz bands to provide high speed internet connectivity in a limited
distance. Wi-Fi is popular in many smart city applications as it provides ready to
use interface to smart phones, computers and other wearable gadgets.

3.4.3.7 Zigbee The ZigBee protocol was developed as a low power low cost pro-
tocol for wireless sensor networks (WSNs) and has evolved to be used in the Internet
of Things. The ZigBee protocol operates in the 868 MHz/915 MHz/2.4 GHz band
and offers moderate data transfer speeds with distances similar to Wi-Fi in a multi-
hop data transfer scheme. Zighee radios are low cost devices and therefore it is a
popular protocol used by many manufacturers of smart home, smart healthcare de-
vices. A ZigBee network will have three devices, one called the coordinator which
is the controller of the network, the router which is responsible for moving data to
other devices and the ZigBee end device (sensors and actuators).

3.4.3.8° Wi-SUN The Wireless Smart Utility Network (Wi-SUN) is a network
approved by Institute of Electrical and Electronic Engineers (IEEE) and is used in
field area networks for utility metering, automation of distribution for utilities such
as electricity, gas etc. and also for demand response systems for utility-based appli-
cations. It supports IPv6 addressing and can be used in star or mesh configuration
where it also allows for multi-hop communication [86].

3.4.3.9 Cellular Cellular technologies refers to 3G, 4G and 5G communications.
Along with Bluetooth and Zigbee, they are the most popular IoT enabling technolo-
gies. Cellular communication provides high data rate and supports more content rich
applications compared to the other protocols. With the long range they provide, they
are preferred for a variety of applications where power is not an issue. Depending on
the technology, cellular bands range from 600 MHz to 80 GHz with very high data
rates.

3.4.3.10 LoRaWAN LoRaWAN stands for Long Range Wide Area Network (Lo-
RaWAN) and it is a Low Power Wide Area Network (LPWAN) that consists of several
gateways and multiple end devices with the gateways connected to a back-end net-
work server. The back-end server provides connection to the cloud. End devices do
not have a fixed association with a specific gateway and may send data to multiple
gateways when it needs to transfer data to the cloud.
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3.4.3.11 6LoWPAN 6LoWPAN which is short for IPv6 over Low Power Net-
works was created by the Internet Engineering Task Force (IETF) specifically for
internet of things applications with the aim of making it possible for providing in-
ternet connectivity to small devices. It is an IP based network and leverages IPv6

communication. This is a short-range network operating in Industrial, Scientific and
Medical (ISM) bands.

3.4.3.12 SigFox SigFkox is a proprietary standard developed by SigFox Inc., France.
It uses unlicensed bands to perform ultra-narrowband bidirectional communication
with low speeds [87]. SigFox has a similar architecture to LoRaWAN and like Lo-
RaWAN and 6LoWPAN, Sigkox is a popular LPWAN in the IoT domain offering
sufficiently large distances of communication of up to 50 km. SigFox finds applica-
tions in security in buildings, smart lighting and environmental monitoring.

3.4.3.13 NB-IoT NB-IoT (Narrow Band IoT) is a type of LPWAN which oper-
ates on Global System for Mobile Communications (GSM) and Long-Term Evolution
(LTE) bands. In fact, it can operate using the same hardware with a software up-
grade as it is considered a bare bones version of LTE. It allows for connecting up to

100,000 devices per cell.

Table 4. Comparison of Network Technologies for IoT Smart Cities

Architecture Technology Frequency/Medium Data rate Range Topology
Home Area Net- NFC 125 KHz, 13.56 106 Kbps, 212 10 cm Point to Point
works (HANSs) MHz/860 MHz Kbps or 424
Kbps
RFID 125  KHz, 13.56 4 Mbps [82] 3-10m Point to Point
MHz/902-928 MHz
Li-Fi LED Light 1 - 35 Gbps 10m Point to
(85] point,  Star,
Mesh
Bluetooth 2.4 GHz Up to 2 Mbps 240 m Star
Z-wave 868 MHz/900 MHz 40-100 Kbps 30 — 100 m Mesh
Zigbee 868 MHz/915 250 Kbps Up to 100 m Mesh,  Star,
MHz/2.4 GHz Tree
Wi-Fi 2.4 GHz/5 GHz 54 Mb/s, 6.75 140 m, 100 m  Tree
Gb/s
6LOWPAN 868 MHz/915 Up to 250 10-100 m Mesh, Star
(82] MHz/2.4 GHz Kbps
Field /Neighborhood Wi-SUN 868 MHz/915 Up to 300 Up to4 Km Star, Mesh
Area Networks MHz/2.4 GHz Kbps
(FANs/NANs)
Wide Area Net- NB-IOT Licensed LTE bands 200 Kbps 1-10 Km Tree
works (WANS)
LoRaWAN 433 MHz/868 50 Kbps 5-20 Km Star of Star
MHz/915 MHz (nested star)
Sigfox 433 MHz/868 100 bps 10 — 50 Km One hop star
MHz/915 MHz
3G 1.8 - 2.5 GHz 2 Mbps - Tree
4G 600 — 5.925 GHz up to 1 Gbps - Tree
5G 600 - 80 GHz Up to 20 Gbps - Tree
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Figure 5. Network Technologies for IoT Smart Cities.

3.5 Security and Privacy in Smart City IoT

Smart Cities involve the transmission of sensing data, control information through
the internet as well as local networks. Moreover, several components in smart cities
tend to critical aspects of a citys operation and are highly intertwined with the social
and private life of its citizens. Consequently, security and privacy in Smart Cities
is of great importance and has been of high interest to researchers [51, 88, 89, 90,
91, 92]. The topic of Security of IoT has been covered in [93] who deliberate upon
the challenges faced in the different architectures of the IoT and present issues and
solutions. We cover security for IoT in smart cities so as to highlight issues that are
pertinent to in the Smart City context and to complete our discussion on this topic.

Smart Cities are enabled by collecting data through sensors within a city as well
as its populace, process it and then mine it to provide a better quality of life to the
people living. These sensors can provide an estimate about the internal state of a
city’s components such as transportation, power system, building condition/state,
human mobility and more. All of this data is sent to the cloud where it is processed
and mined. However, there are several issues that pertain to how these data are
sent and used and raises questions about integrity, protection and the confidentiality

23



Challenge,
Status, Thrill

Political Gain

Figure 6. Modified CERT Attack Taxonomy for Smart Cities.

of this process. In fact, this concern is not unwarranted for, in 2015 an attack on
the Ukranian power grid which left 225,000 people without power [94] opened the
worlds eyes to the very real threat posed by cyber attackers. Data gathered in Smart
City applications can be used to perform many undesired acts, GPS devices that are
present in every phone and most vehicles are susceptible to providing information
about a persons location, habits as well as lead to privacy issues as discussed in [91],
power consumption and ambient sensor data from a building may indicate to occu-
pancy [95] and even indicate to the individual identities [96]. This information may
be used by bad actors to carry out unlawful acts causing risk to life and property.
To secure the Internet of Things for Smart Cities, typical security schemes might not
be as effective in many cases and new methods will need to be developed to cope
with the security and privacy issues in IoT for Smart Cities. In order to provide a
standardized framework and terminology for discussing security attacks, we adapt the
standard attack incident taxonomy [97] suggested by the Computer Emergency Re-
sponse Team (CERT) which was established by Defense Advanced Research Projects
Agency (DARPA) for use towards IoT for Smart Cities. This is shown in Figure 6.

There are different types of security and privacy issues in IoT in Smart Cities,
they exist on each of the three levels of the IoT architecture, application software
layers, network layer and the perception layer along with some system wide issues, a
discussion is provided for each of them. Furthermore, Table 5 provides a summary
of the security and privacy issues in IoT for Smart Cities and the counter measures
that one can take to mitigate them.

3.5.1 Application Software Layers

Application software layers are comprised of the Middleware, Application and Busi-
ness Layers. Security and privacy in the application software layers tend to issues
relating to storage of data and its usage. These are data visibility, access and injec-
tion.
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3.5.1.1 Data Visibility /Identification Once data is gathered, it is sent to the
cloud where it is stored and mined to make inferences. Since the cloud would be used
by multiple entities with different standards of security protocols and practices, it is
extremely important that data stored in the cloud is encrypted so as not to allow its
exposure to unwanted entities. Any data stored in plain form would be a risk to not
only user privacy but also company rapport.

3.5.1.2 Data access/Secondary Use Access control is also a major issue in
smart city data. Most Smart City applications rely on the usage of data from different
applications to provide smart services, thus resulting in the gathered data to be used
by many different enterprises. To allow this to take place smoothly while preserving
privacy, suitable access control schemes will need to be devised to allow for responsible
access to users of this data. A well-defined hierarchy of data users will need to be
developed and implemented to limit access only to intended authorized personnel.
Information flow control should also be employed that can track data flow as access
to it is made and to detect any violation of access or usage rules. Moreover, data
mashups that will occur in the cloud where multiple entities merge their data to
work on some common goal, should be carried out with proper oversight. Data
anonymization may also be required in such a scenario where specific values may be
converted in to a range perhaps ( e.g., using k-anonymity [90]) and unwanted data be
deleted as necessary. Blockchain has been suggested to be used for access control as
well as access tracking of users in IoT applications where each user access to a service
or an application ends up as a transaction to form the applications IoT trail [98].

3.5.1.3 Data Injection/Data Integrity Data injection refers to the injection
of false information or modification information about a user in the system after
gaining access. Since data is typically stored in databases, SQL injection involves
an attacker inserting queries to modify data or make false data insertions into the
database. This can have far reaching consequences for smart city applications such
as patient record manipulation as well as manipulation or deletion of government
records. SQL injection prevention schemes involve the validation of data before using
it [99] such as positive pattern matching. It also involves limiting database access
based on the user requirements and performing penetration testing.

3.5.2 Network Layer

Like other networks, the IoT in Smart Cities are also susceptible to network attacks
such as Denial of service, Eavesdropping, Man in the middle attack, Side Channel
and spoofing attacks [100]. We discuss these attacks and discuss remedial actions
that should be taken to prevent them.

3.5.2.1 Man in the Middle Attack Man in the middle (MITM) attack refers

to the interception of data on the network by faking the identity of a network node
or device. This is carried out by appearing as the intended recipient to the sender
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and the original sender to the recipient by unauthorized actors. To prevent this,
the exchange of data between two entities should employ cryptographic protocols
which can ensure secure communication. Many public networks do not make use of
encryption when exchanging data, this endangers user data and can give access to
unwanted persons to user information [90]. Policies need to be devised to allow for
suitable data communication standards for such networks while keeping the user as
well as commercial interests in mind.

3.5.2.2 Eavesdropping/Sniffing Attack FEavesdropping refers to the listening
of data on the network. In eavesdropping an unauthorized entity joins the network
and can listen to the data that is being exchanged between the devices on the network.
To avoid this, strategies include the use of authenticate always protocols which initiate
authentication steps whenever devices need to communicate with each other. This will
ensure that no unwanted users are allowed access to network traffic to prevent such
attacks. Moreover, industry standard security protocols such as the Transport Layer
Security (TLS), Wi-Fi Protected Access 2 (WPA2) should be used for authenticating
remote access. Furthermore, remote sessions should have time-outs implemented to
ensure that mistakes are not made by forgetful employees.

3.5.2.3 Side Channel Attack Side Channel Attacks refer to the extraction
of information by observing operation characteristics of the implemented computer
algorithms or systems such as power consumed, time taken, traffic analysis, fault
analysis, acoustic analysis [101]. Side Channel attacks don’t give nonpermitted parties
access to the data within the network but may allow them to determine important
information about the system, such as the protocol used, or allow them to drop
packets so as to degrade performance of the network. One solution to counter network
traffic side channels attacks is to saturate network bandwidth to prevent patterns
from being observed. Another popular method of preventing side channel attacks is
to make use of masking [102].

3.5.2.4 Denial of Service Attack Denial of Service (DOS) or Distributed DOS
(DDOS) attacks involve an entity getting access to the network and using legitimate
nodes within it to flood the target with unnecessary requests to consume network
bandwidth and degrade quality of service. With a smart city depending on sensors
to provide it with a ‘view’ of the city, DOS attacks can make the smart city system
blind which can lead to loss of property and life. Countermeasures for DOS attacks
involve anomaly detection by monitoring of network data to check for any irregular
behavior. Artificial Intelligence has found applications in this area as noted by [103],
for, e.g., it has been used to identify abnormal data in smart grids [104] as well as
detecting attacks [105, 106].

3.5.2.5 Spoofing Attack In a spoofing attack, an attacker adds itself to the
network by appearing to be a legitimate device on the network, thereby allowing
them to send irregular or abnormal data to upset normal operation of a smart city
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system. Due to the varying nature and types of [oT devices having different levels of
built-in security, spoofing is a particularly dangerous attack for IoT systems. Methods
to prevent spoofing are the use of cryptography, hybrid encryption [107] as well as the
use of blockchain [108] to validate data exchange and as well as authenticate devices.

3.5.3 Perception Layer

Perception layers attacks refer to physical attacks on an IoT based smart city system.
This requires the physical presence of an attacker near the sensing elements in an IoT
system. We cover these attacks to provide a holistic assessment of the security and
privacy issues in IoT Smart Cities. Tempering and Radio Interference (jamming)
are attacks which can affect the performance of smart city systems. Tempering may
occur during the development or the manufacturing process while jamming can take
place due to a generation of radio frequencies which interfere with the frequencies
used by devices on the network to exchange data. To circumvent this, policies may
be incorporated into software which alert businesses and other Smart City partners
to missing or abnormal data from sensing devices.

3.5.4 System Wide Issues

3.5.4.1 Data Leakage Data leakage refers to the unintentional conveyance of
information about subjects in smart cities. The many data sources in smart cities
may contain information related to a user’s identity, health, quality of life etc. Smart
City application managers use this data to improve their services and provide a bet-
ter user experience, however, it is possible that this data might be shared with third
party entities. It is therefore necessary to anonymize data before such assignments
are taken. Data leakage can also take place when devices within a network perform
discovery tasks and may provide personal information to rogue nodes in the network.
In Smart Grids, power consumption data should be anonymized by considering the
data on a neighborhood level rather than on the individual level, moreover, systems
could be installed in homes using batteries to modify the demand response signal.
Data aggregation is an important tool in preserving individual privacy and preventing
data leakage. Moreover, data should be encrypted when sending it over the network
so that any unauthorized access is avoided. Another strategy would be to use data
minimization. Typically, sensors used in smart cities will gather data of less ‘interest’
in addition to data of interest. For, e.g., navigation systems many times record loca-
tion information even when not in use or video applications such as facial recognition
systems typically record other activities apart from being activated whenever a face is
observed in the video. This extra information increases the risk of data leakage. Data
minimization can be employed in such cases to limit the data that is being gathered
on the user.

3.5.4.2 Trustworthiness Apart from the technical steps that need to be taken
to provide a secure usage experience of smart city applications and to encourage its
use, it is important that smart city users be provided clear policy guidelines to how
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Table 5. Security and Privacy issue for IoT Smart Cities

Layer Issue Countermeasure

Application Software Data  visibility/Identifica- - Use of encryption to store data
Layers tion
(Middleware, Applica- Data access/Secondary use - Access control schemes based on user hi-
tion and Business) erarchy
- Data anonymization be employed
- Use of blockchain for tracking user access
Data injection/Data in- - Use of data validation before usage
tegrity
- Limiting data access

- Query parameterization

- Penetration testing
Network Layer Man in the middle attack - Use of cryptographic protocols for data
exchanges
- Encrypting data on public networks
Eavesdropping/Sniffing at- - Use always authenticate protocols
tack
- Remote access should use industry ac-
cepted protocols such as TLS, WPA2
- Timeouts for remote sessions
Side channel attacks - Bandwidth saturation
- Masking to prevent similar operational
patterns
Denial of Service - Check irregular data requests (AI has
been shown to be of use here)
Spoofing attacks - Use of cryptography
- Use of hybrid encryption
- Use blockchain to validate data exchange
as well as authenticate devices
Perception Layer Tempering and Jamming - Software policies for missing data
System Wide Data leakage - Data anonymization
- Data minimization
- Data aggregation
Trustworthiness - Provide clear policy guidelines to users
- Flexible policy development in consulta-
tion with users

companies providing them these services will manage their data. Transparency in this
regard will help increase user trust and the feedback will enable companies to develop
better data privacy mechanisms. Another way trust could be developed would be for
the companies to provide customers who are vary of data collection, certain options
in policies where they could choose which parts of the data collection are acceptable
to them and which aren’t.

4 SWOT Analysis

To complete this discussion, we perform a Strength Weaknesses Opportunities Threat
(SWOT) analysis on the use of IoT for Smart Cities that discusses the strengths that
[oT offers for Smart cities, the weaknesses in the current implementation scenario,
the opportunities which exist for future work in this area as well as the threats that
[oT application to smart cities faces, a summary of our discussion has been given in
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Table 6. SWOT Analysis for IoT in Smart Cities

| Positive Negative
Strengths Weaknesses
Internal - Sustainable living - Lack of data control policies
- Improved quality of life - Laws need to be developed
- Efficient city operations - Interoperability of networks
- Well suited for big data algorithms - Incompatible sensor standards
- Scalability of applications - Myriad of different application
frameworks
- Real-time/fast response due to distributed IoT
structure
- Reduced costs
- Robustness
- Enable heterogenous system connectivity
Opportunities Threats
External | - Development of new sensor technologies. - Trustworthiness issues among
users
- Development of low power and higher speed com- - Network attacks
munication schemes
- Development of Encryption techniques for stor- - Data theft
age and data exchange
- Development of Data processing for privacy - Data leakage
preservation techniques
- Development of new city services
- Development of scalable, explainable Al
Table 6.

4.1 Strengths

[oT smart city strengths are the fact that they provide an improved quality of life for
a city’s population along with reduction of costs in terms of operation and also enable
cities to be sustainable. IoT enables sensors and devices to be deployed throughout a
city to give an overview of the state of the city’s main functions such as transportation
systems, electric, water and gas distribution as well as crime monitoring to name
a few. This real time information helps city administration, businesses and other
stakeholders to provide better services to people, increase the effectiveness of those
services and reduce the cost through efficient operation.

On the technical side, IoT data has made possible to use data analytics to gauge
various aspects of the multitude of services which are being provided in the city as
well as to determine interactions between them and utilize that information for better
decision making to make life easier for citizens. Furthermore, the distributed nature
of IoT systems and the flexible architectures which enable fluidity through movement
of sensing units is easily scalable thereby requiring little additional cost to upgrade
and expand currently deployed systems. Moreover, this distributed architecture also
makes such systems very robust to faults thereby increasing reliability of deployments
and offering self-healing in applications such as electricity systems.
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4.2 Weaknesses

[0oT in Smart cities do suffer from some weaknesses in terms of technology, for, e.g.,
the current deployment scenario has a myriad of different technologies relating to
networks, hardware platforms and software frameworks which do not often work to-
gether very well as discussed. Different standards’ bodies such as the IETF, European
Telecommunications Standards Institute (ETSI), IEEE and other organizations have
been contributing with standards for communication, network discovery, identifica-
tion, management of devices etc. However, the sheer number of ‘standards’ with
many of them not being compatible with each other has not fully solved the inter-
operability problem and this can cause hurdles for expansion of [oT systems without
a significant overhaul of system components. Another problem currently facing IoT
systems is the lack of data policies and legislation. The concern here is that data
policies are not mature enough to regulate how data is handled in IoT systems, as
has been discussed previously. This is a major problem given the growing issue with
user data privacy in a connected world.

4.3 Opportunities

[oT in Smart cities presents many opportunities to researchers and businesses alike
in lieu of mitigating the weaknesses and also in the provision of new city services.
The data gathered by the sensors in IoT systems has the potential to provide a
holistic overview of the city’s state allowing for the use of big data algorithms to
develop new applications and services. For researchers in the data analytics domain,
this heterogenous data provides a wonderful opportunity for the development of new
data science algorithms for service delivery. There is a large monetary value towards
the development and usage of computationally cheap encryption techniques, efficient
data storage methods and networking technologies to make IoT deployment easier
and cheaper. Development of new sensor technologies is another opportunity for
researchers in IoT for smart cities. The development of newer, efficient, low-cost
sensors would aid to the creation of IoT services and enable even wider usage.

4.4 Threats

With a connected system, there are several threats that come with IoTs for Smart
Cities involving trust issues among users, privacy concerns due to network attacks,
potential data theft etc. Privacy and security are the most important concerns of
[oT applications, with such a personalized interaction mechanism between people
and devices as is the case of smart cities, the risks for privacy breaches, data theft
and leakages are high and this is a constant concern for service users as well as
providers. Numerous attacks on Smart City systems have exposed the vulnerability
of this technology to cyber attacks and also demonstrated the consequences that it
has on the population. Traditional security procedures and methods such as access
authentication, routing and networking might not be enough or possible in many IoT
deployments due to IoT devices typically not having sufficient computing capabilities,
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this has exacerbated the privacy and security concerns for IoT stakeholders. This can
also feed to a lack of trust by customers to participate in smart city applications.

5 Conclusions

This chapter presented a broad coverage of the Internet of Things in Smart Cities.
Providing a detailed discussion of Smart Cities and its different domains, IoT was
presented as a vital enabler of smart city services and the various smart city architec-
tures and the challenges that are faced in the deployment of smart city applications
were deliberated upon. This was followed by a review of the sensing and networking
technologies used for such applications Finally, the security and privacy issues faced
by IoT based Smart Cities were discussed and a SWO'T analysis is provided.
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CHAPTER III

AT IN IOT SMART CITIES

1 Introduction

This chapter provides insight into different ways in which AI has been applied in
the IoT for Smart Cities using the application of clustering, regression, classification
etc. In addition, various applications, solutions and data used for implementing the
overall framework of Smart Cities are discussed in detail. along with the types of
deployment used by these proposed approaches.

2 Big Data Algorithms/Artificial Intelligence

The various sensors that make up the internet of things in a smart city relay in-
formation about the city’s state to the cloud. However, measuring raw data is not
enough, to utilize this data and to make the city ‘smart’, data analysis is key. Data
analysis in smart cities has four layers, the first is Data Acquisition, which deals with
the collection and storage of data, this is followed by the Preprocessing layer which
performs operations (such as imputing missing values, scaling, removing erroneous
data points etc.) on the data to ensure that data is of suitable quality to be used for
the data analytics stage. The data analytics stage involves the application of data
science techniques on the data to extract patterns and insights which would be used
for policy making, planning and other actions in the Service layer. In this section, we
focus our attention on the third stage of the data analysis process, i.e., data analytics.
Data analytics in the Smart City based on the [oT involves the use of Deep Learning
and Machine Learning on the gathered data. The discussion in this chapter considers
the following aspects of the use of Al (ML/DL) in the IoT for smart cities:

1. The type of application: This refers to the aim of the application.

2. Algorithm/Network: This refers to the algorithm being used to perform the
task and can be any of the ML/DL algorithms covered.

3. System Architecture: System architecture refers to the IoT architecture pro-
posed for the covered work. This can be Cloud, Fog or Edge.

4. Task: This refers to the type of machine learning task being performed. This can
be classification, clustering or regression. In this category, a brief description is
also presented about what quantities/outcomes are being worked with.
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5. Data Type: This refers to the type of data being used. Data can be of two
types, heterogeneous or homogeneous. Heterogeneous refers to the use of data
of different modalities whereas homogenous refers to a single modality being
used. The aim of providing this information is to capture the complexity of the
data involved in an application.

2.1 Machine Learning

Machine learning (ML) has been a crucial element of smart city application develop-
ment [109], helping in prediction (classification), estimation (regression) and cluster-
ing tasks. Machine learning refers to the set of approaches through which computers
can be used to learn from empirical data [110] and has been used in smart cities
in various applications. Since there has been a lot of work in this area using ML
algorithms, we focus on work in the last few years. It was found that most commonly
used ML algorithms have been the Support Vector Machine (SVM), Random Forests
(RF), Decision Tree (DT), Naive Bayes (NB), K-Means, K-Nearest Neighbor (K-NN)
and Logistic Regression (LR).

2.2 Deep Learning

Deep learning is the use of successive layers of Artificial Neural Networks (ANNs) to
learn patterns. The idea is that successive non-linear layers of interconnected artificial
neurons can be used to learn patterns in data that simple machine learning algorithms
might not be able to do. Deep learning architectures can process noisy data to provide
output for classification and prediction tasks. This makes them very useful in the
Smart City environment where the IoT enables the collection of heterogeneous sensor
data which can be of varying nature. Data derived from sensors can be processed to
extract features or can be fed directly to deep learning algorithms which can perform
both feature extraction as well as classification/prediction. Deep Learning methods
such as Recurrent Neural Networks (RNN)(Long Short-Term Machines (LSTM) and
Gated Recurrent Units (GRU)), Convolutional Neural Networks (CNN), Deep Neural
Networks (DNN) and Stacked Autoencoder Networks (SAE) were the preferred deep
learning methodologies used for smart city applications and our discussion revolves
around the utilization of these methods.

3 Al Applications for Smart Cities

In this section, the applications for of Al in smart cities have been discussed, we also
mention the kind of deployment as well as the nature of data utilized to achieve their
task.

3.1 Smart Agriculture

The major applications of Al in IoT for agriculture are crop monitoring/disease de-
tection and data driven crop care and decision making. Considering the scarcity of
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water, the authors in [111, 112, 113] develop irrigation systems which monitor and
control the amount of water being used for crops, all structured around a cloud com-
puting system. This problem has been devised both as a classification as well as a
regression problem as in [114], who develop a closed loop water irrigation system using
support vector regression and K-Means clustering. The authors in [115, 116] propose
cloud based greenhouse monitoring systems using images and a host of physical pa-
rameters from plants such as temperature, humidity and light using several machine
and deep learning methods. Plant disease detection is also an important task within
smart agriculture and has been worked on by the authors in [117, 118, 119, 120] who
present schemes for disease detection for various crops including tomatoes and pota-
toes. The proliferation of sensing systems in agricultural fields has also provided an
avenue for data driven decision making and planning for farmers. This involves pre-
dicting various physical parameters which can affect crop growth like solar radiance
[121] and temperature, humidity, windspeed [122, 123, 124, 125, 126] to help in deci-
sion making in terms of plant care but also classification systems for recommending
crops to be sown [127, 128]. It is important to note that all of these implementations
are cloud based.

There have been some suggested methodologies for bringing fog processing for Al
in smart agriculture, for, e.g., in [129] a deep learning entrusted to fog nodes (DLEFN)
algorithm is described to support efficient use of resources and reduce cloud resource
usage. However, as noted in [130], who use an edge system for temperature prediction
using an LSTM, edge device performance still lacks that of similar cloud systems but
the inclusion of DL capable hardware does provide opportunities for further innova-
tions. Previous work by the same author [131], where they aimed to monitor crops
for frost signs and trigger anti-frost measures, compared edge and cloud computing
systems for outlier detection and determined that cloud implementations to provide
much better performance. However, they do note the potential for edge systems to
provide highly responsive data analytics in smart agriculture. More applications can
be envisaged for AI deployment in smart agriculture, for, e.g., monitoring of crop
growth, selection of the fertilizer and the timeline for it to be used as well as targeted
application, pest detection and intelligent pesticide spraying so as to reduce harm to
the environment, environmental monitoring to track the effects of climate change and
more. Some of these applications have potential to be deployed as edge computing

systems. A summary of the use of IoT based Al in Smart Agriculture is presented in
Table 7.

3.2 Smart City Services

A popular component of smart city initiatives is the management of waste and involves
having bins equipped with sensors and connected to the cloud to not only inform the
relevant authorities of the need to empty them but also using Al to determine the
best route to reduce fuel consumption. The use of IoT systems for waste management
has been observed in the works of [133] who utilize IoT systems to help reduce energy
wastage in waste collection by municipalities. Hussain et al. [134] develop a waste
management system that not only determines if bins are full and need collecting
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Table 7.

AT use for Smart Agriculture

Application Network System Ar- Task Data type
chitecture
Crop Monitoring LR [111] Cloud Classification - Different Heterogeneous
/Plant care (Irriga- states of crop [less water (Temperature, Soil
tion) etc]) moisture, Air quality,
Sunlight etc)
DT [113]
CNN [112] Classification - Different Homogeneous (Im-
conditions of plants and soil  ages)
[dry etc])
SVR + K-Means [114] Regression -  Predicting Heterogeneous
amount of moisture in soil (Soil moisture, Soil
temperature, Air
temperature, Ultra-
violet (UV) light
radiation, Relative
humidity, = Weather
forecast data)
Crop Monitoring  SVM [115] Cloud Regression - Forecasting Heterogeneous (Tem-
/Plant care (Mon- temperature perature, Humidity,
itoring and disease Light, Soil moisture)
detection)
SVM [118] Regression - Daily crop
growth  (indirectly from
measured data)
SVM [117] Classification — Different Heterogeneous (Im-
crop conditions ages, Gas)
SVM + K-Means + CNN Classification - Different Homogeneous (Im-
[116] stages of tomato growth ages)
SVM [119] Classification - Recognizing
and detecting disease
CNN [120] Edge
Data driven crop care  CNN + RNN(GRU) [122] Cloud Regression - Prediction of Heterogeneous (Tem-

and decision making
(Predicting physical
parameters)

Data driven crop care
and decision making
(Crop recommenda-
tion)

RFC[126]

RNN (LSTM) [123]
DNN [125]

RNN (GRU) [124]
DNN [121]

RNN (LSTM) [132]

DT [127]

DT [128]

Edge /Cloud

Cloud

Temperature, Humidity and
Wind speed

Regression - Prediction of
solar radiance

Regression - Temperature
forecasting

Classification - Different
crops

Classification - Soil fertility
and type, Regression - Pre-
diction of soil toxicity

perature, Humidity,
Wind speed, Loca-
tion of monitoring
station, Time, Rain-
fall, Solar radiation)

Homogeneous (Tem-
perature)

Heterogeneous (Soil
moisture, Temper-
ature, Humidity,
PH, Soil nutrient
content/fertility)
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(using data from various sensors placed in the bin) but also predicts the air quality
around it using RNNs. The sensing modalities in each of these applications is pretty
similar in that they indicate to whether a waste bin is full or not which is then
used for route planning. Considering the requirements of such a system, in terms
of implementation, all of these systems are cloud based. Sewer monitoring has been
performed in [135] in a cloud based system, they use sewer water level and rain gauge
data along with a RNN to perform sewer overflow monitoring. The RNN is used to
predict sewer overflow ahead in time. Water quality has monitoring has been the focus
of [136, 137, 138] where the authors use multiple sensors measuring pH value, chloride,
nitrate content and hardness of water to determine whether it is fit for drinking or
not. In [139], Liu et al. use data from water monitoring stations along the Yangtze
river to predict water quality. Like the classification-based systems, they use multiple
chemical measurements from the water such as oxygen, pH, turbidity etc. Apart from
air quality, smart city monitoring systems are an important application within the
smart city services domain. This includes urban noise, which has been the focus of
researchers in [140, 141] as well as other more comprehensive monitoring systems as
proposed in [142, 143]. All these systems are cloud based and use a combination
of sensors for sound and/or image data for performing noise monitoring/detection
and various smart city dashboard applications. In Table 8, we summarize the type
of deployments, applications task and data for smart city services applications. It
is noted that most of the applications relating to city services such as air quality
monitoring and prediction, sewer monitoring, waste collection have been proposed as
cloud systems as data needs to be collected from nodes at various points in a city.
It is envisaged that due to the nature of the applications, many smart city services
would still rely on cloud or fog architectures as the decision-making taking place in
such situations isn’t possible on only a local level. It is also observed that most of the
applications required data from multiple sensors and therefore utilized heterogeneous
data to carry out the task at hand.

3.3 Smart Energy

Load/energy consumption forecasting is an essential task for monitoring and control
of electrical power supply in the electricity grid and ensure appropriate demand side
management. It has been performed by the authors of [148] who use data collected
from consumers in a smart grid to determine load for up to 24 h in advance. They treat
this as primarily a clustering problem where they form clusters of similar load profiles
and then use distance functions to determine energy consumption for the future. The
authors in [149] also use a cloud based clustering approach, using historical power
data, they use K-Means clustering to determine the closest historical records and then
combine them to predict energy consumption 24 h in advance. The load forecasting
problem has been dealt as a regression by [150] using a SVM and by [151] through an
RNN using electricity power data. A regression approach is also followed by [152, 153]
who use electricity consumption in addition to environmental data for load forecasting
using deep learning methods (DNN and a combination of Autoencoders and RNNs
(GRU)). Edge based systems have been suggested by the authors of [154, 155, 156]
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Table 8. Al use for Smart city Services

Application Network System Ar- Task Data type
chitecture
Air quality K-NN [144] Cloud Classification - Differentiate ~ Heterogenous (Gas,
between different air quality — Light, Temperature,
levels Humidity, Pressure,

RFC[145] Wind speed,
Weather infor-
mation, Images,

RFC[146] Traffic flow data,
Visibility, informa-
tion about

RNN (LSTM) [147] Regression - Prediction of types of buildings

air quality levels etc)
Water quality moni- NB [136] Cloud Classification - Determine if ~ Heterogeneous
toring water is fit to drink or not (Chlorides, Nitrates,
Total dissolved
solids,

SVM [137] pH and Hardness,
and other chemical
properties)

DNN [138]

RNN (LSTM) [139] Regression - Prediction of

water quality
Sewer Overflow Mon- RNN (GRU,LSTM) [135] Cloud Regression - Prediction of Heterogeneous (Wa-
itoring when ter level sensor data
(ultrasonic) over
drain holes as well as
rain gauges)
Waste management RNN (LSTM) for prediction  Cloud Regression - Prediction of Heterogeneous

of air quality [134] , K-NN air pollutant levels, Classifi- (Odor, Weight, Level

for detection of waste bin be- cation - Bin full or not sensing using

ing full

RFC[133] Classification - Empty bin or  ultrasonic sensor,

not Gas sensor for air
quality, Vibration)
Urban noise monitor-  CNN [140] Cloud Classification - Different Homogeneous
ing types of sounds (Sound)
RNN (LSTM) [141] Regression — Prediction of
noise levels
Management of CNN [143] Cloud Application — Dashboard Heterogeneous (Var-
Smart City (object identification etc) ious sensors, Urban
video and sound
data)
CNN [142]

for load forecasting for household consumers, [156] use federated learning to train a
RNN. In addition to load forecasting, smart grid management/monitoring is also a
necessary application in this domain. The authors in [157] use decision trees in a cloud
based system to classify between different faults in a smart grid. In [158], the authors
use power consumption data from consumers in China to determine electricity theft
in a cloud based system. They use wide and deep convolutional neural networks to
capture the periodic and nonperiodic components from electricity consumption data
and show their network to be suitable for electricity theft detection. The authors in
[159] present a framework for edge computing based monitoring of the smart grid.
Edge computing in the smart grid has several advantages as it reduces delay and also
it is secure in terms of data privacy. A summary of the use of IoT based Al in Smart
Energy is provided in Table 9.
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Table 9. Al use for Smart Energy

Application Network System Ar- Task Data type
chitecture
Energy/Load  con- K-Means [148] Cloud Clustering - Determine clus- Homogeneous (Elec-
sumption forecasting ters of similar power con- tric power)
sumption
K-NN [149] Regression - Predict con-
sumption  of  electricity
ahead of time

SVM [150]

RNN (LSTM) [151]

DNN ([152] Heterogeneous (Elec-
tric power, Tem-
perature, Humidity,
Time, Holiday

SAE + RNN (GRU) [153]

CNN [155] Edge

RNN (GRU) [154] Homogeneous (Elec-
tric power)

RNN (LSTM) [156]

Smart  Grid line DT [157] Cloud Classification - Different Homogeneous (Elec-
event  classification powerline events tric power)

(fault etc.)

Electricity theft de- CNN [158] Cloud Classification - Theft detec- Homogeneous (Elec-

tion for abnormal patterns
of consumption

tection tric power)

3.4 Smart Health

There are two major applications of [oT with Al in health, these are activity recog-
nition/fall detection and disease diagnosis/health monitoring, a summary of the IoT
based Al systems used in Smart Health is presented in Table 10. Activity recog-
nition involves the use of movement sensors such as accelerometers, gyroscopes and
magnetometers with the aim to help provide the user with feedback on their health.
This can be in terms of them having enough physical exercise or not, used for sports
therapy, fall detection and for monitoring of different diseases such as Parkinson’s or
other motor degenerative ailments. The most popular sensor for activity recognition
are inertial sensors which have been used by [160, 161] in a cloud based setting using
various deep and machine learning algorithms. In [162], Castro et al. include vital
sign data in addition to movement information for human activity recognition in a
cloud environment, they utilize the DT as their classifier. In [163],, the authors pro-
pose an edge-based system to perform activity recognition for people by recording
their movements using the accelerometer and gyroscope present on the phone. They
use a SVM as their classifier and differentiate between six different activities of daily
living. Fall detection has been performed by [164, 165] in a fog and edge environment,
respectively, using an accelerometer, Santos et al. [164] use a CNN while Yacchirema
et al. [165] useRFCwith both approaches showing promising results.

Equipped with the power of Al in IoT, Smart Health systems facilitate the provi-
sion of telehealth services as well as real time monitoring of patients, giving doctors
and patients feedback on their health. Health monitoring systems and real time
disease diagnosis have been one of the most important applications of IoT technol-
ogy. The authors in [166, 167, 168, 169, 170, 171, 172, 173, 174, 175, 176] develop

cloud based health monitoring systems for detecting various types of diseases, such
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as heart (stroke [167], irregular sound [169], irregular rhythm [171, 173]), epilep-
tic seizures [172], Parkinson seizure [176] and multiple disease diagnosis systems
[174, 175]. In [174, 175], the authors formulate the problem of disease diagnosis as
a classification problem and utilize medical data such as ECGs, EEG, heart rate,
blood pressure, blood sugar, heart sound, blood glucose, liver health along with var-
ious machine and deep learning methods to achieve this task. Fog and edge based
health monitoring/disease diagnosis systems have also been suggested by a number
of researchers. The authors in [177] present a fog based system using a deep neural
network to detect heart disease from a patients vital signs (blood oxygen, heart rate,
respiration rate, EEG, ECG, EMG, blood pressure, glucose) and activity data. In
[178], Devarajan & Ravi work on a fog computing based Parkinson detection system
using a persons speech. Moreover, an edge computing system is presented in [179]
which utilizes EEG signals to determine seizures in patients.

Table 10. Al use for Smart Health

Application Network  System Task Data type
Archi-
tecture
Human activity DT [162] Cloud Classification - Different activities, Heterogeneous (Acceleration, Heart
recognition/Fall de- fall /non falls rate, Posture, ECG, Respiration
tection rate)
RFC[160] Homogeneous (Accelerometer)
CNN [161]
RNN Fog Edge Heterogeneous (Accelerometer, Gy-
(LSTM) roscope, Magnetometer)
[180]
CNN [164] Fog
RFC[165]  Edge Heterogeneous (Accelerometer and
Gyroscope)
SVM [163]
Patient health moni- DT [166] Cloud Classification - Recommendation Heterogeneous (Heart rate, Sleep,
toring about diet etc Calories burned, Weight, Physical
activity time, Water, Exercise etc)
SVM [169] Classification - Different emotions ~ Heterogeneous (Speech and Image)
RNN(LSTM) Heterogeneous (ECG, BVP, GSR,
(181] SKT, EMG)
CNN  + Classification - Abnormal/normal Homogeneous (EEG)
SAE [172] heart sounds
RFC[168] Classification - Epileptic Seizure de-  Homogeneous (Heart sounds)
tection
SVM [171] Classification - ECG arrhythmias Homogeneous (ECG)
Disease diagnosis DT [173] Cloud Classification - Different heart dis- Heterogeneous (Heart health infor-
eases mation, Patient records and other
health sensors)
K-Means Classification - Kidney, Heart and Heterogeneous (Heart and Kidney
[174] Liver disease health data)
RFC[175] Classification - Detection of various Heterogeneous (Diabetes, Heart,

DNN [177]  Fog

diseases
Classification - Presence of heart
disease or not

Liver, Dermatology etc data)
Heterogeneous  (Blood  oxygen,
Heart rate, Respiration rate, EEG,
ECG, EMG, Blood Pressure, Glu-
cose and Activity data)

Parkinson detection/ RFC[167] Cloud Classification - Parkinson detec- Heterogeneous (Blood pressure,
tion/stroke has happened/seizure Sugar, Pulse rate)
detection
Seizure monitoring SVM [176] Homogeneous (Speech)
K-NN Fog
[178]
NB [179] Edge Homogeneous (EEG)

39



3.5 Smart Homes

Ambient assisted living is a huge component of Smart Homes. This is especially
needed for the elderly and is typically achieved by the use of ambient sensors, Wi-Fi
and radio frequency systems in smart homes. In this work, we include all monitoring
methods that depend on sensors placed in the home/within the smart home domain.
In [182], Pirzada et al. use a network of reed switches connected to the cloud to
monitor the activities of elderly people as a clustering problem. They use the K-
NN algorithm to determine anomalies in the daily activities which can then be used
to send medical or other help requests to assist people. A similar setup for activity
recognition for ambient assisted living has been presented in [183, 184, 185] where they
use data from a number of different sensors including motion, presence, water float,
temperature etc to determine various activities being performed in a home. In [186],
a cloud based assisted living system for the deaf has been developed that performs
haptic conversions for sounds detected in a home. An array of sensors are used to
monitor environmental sound and the authors use RNNs for detecting the sound
event before its passed on to the haptic vibration producer. Another task within
in monitoring is localization of people, this part of smart homes is also applicable
to smart infrastructure in that such systems are used in smart buildings as well.
Applications of localization include security, i.e., detecting unauthorized presence
and people monitoring in general (for, e.g., locating elderly people in homes) etc.
The authors in [187] perform localization using a grid of Wi-Fi units that measure
signal strength to determine peoples locations indoors for buildings. They formulate
this both as a classification problem as well as a regression problem. The classification
problem being formulated as coded locations (for, e.g., a given room no) while the
regression case estimating the location of the user in a coordinate grid. Their system is
cloud based and they use a deep neural network to perform this task and have found
suitably good results. Occupancy detection has been performed by the authors of
[188] making use of various ambient measurements (temperature, humidity, pressure
etc.) and passing them to a cloud before using a deep neural network to classify
between the various number of people present in an indoor environment. In [189],
Zimmermann et al. also make use of ambient sensors for the occupancy problem and
use a naive bayes learner to determine both the presence of occupants as well as their
number. Home automation is another application that the IoT finds application
within the Smart Home domain. The integration of AI has helped develop smart
home automation systems that aim to reduce energy consumption in homes as well
as maintain user privacy, security. Chowdhry et al. [190] use a combination of visual
data and motion sensing to perform home automation for security using a SVM.
An interesting use of Al in home automation is presented in [191] who develop a
cloud based home automation system, they take measurements from various ambient
sensors and control appliances and use a Naive Bayes classifier to determine which
technician to call whenever sensor measurements appear aberrated. The problem of
intelligent consumption of energy has been considered by [192] who develop an energy
disaggregation system on the appliance level in smart homes using stacked denoising
autoencoders. They achieve this using power data for individual appliances as well
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as the total power consumed in the home and send it to a local cloud. Data is then
disaggregated for various appliances to provide feedback to the user. More work
providing energy intelligence to consumers has been performed by [193, 194, 195].
Konstantakopoulos et al. [195] pose this as a regression problem, they propose a
cloud-based system utilizing both ambient sensor data (lighting, temperature etc)
and appliance power data to forecast resource usage for consumers using a RNN.
They show a reduction in energy consumption for their users using this information.

Eventhough applications covered in smart homes have been cloud based systems,
there have been recent proposals for frameworks that combine edge and cloud pro-
cessing as in [196] who discuss a hierarchical control system for smart homes through
a edge microgrid and a cloud power grid. Due to the nature of smart homes in that
the sensing scheme is present within a finite space (within the home), edge and fog
computing based systems are expected to be increasingly incorporated smart home
applications. A summary of the use of IoT based Al in Smart Homes is presented in
Table 11.

3.6 Smart Industry

One of the major applications of Al in the IoT powered smart industry is towards
fault detection in products and anomaly detection in industrial processes. This has
seen the use of both Machine Learning (SVM [197, 198]. RFC[199, 200]) as well as
Deep Learning (DNN [201, 202, 203], CNN [204]) methods using a cloud computing
structure to perform anomaly detection/product inspection and monitoring using a
variety of heterogeneous and homogenous data sources such as inertial sensors for ma-
chines, images for products and processes and other process specific variables. Other
approaches suggested in [205, 206] propose a fog computing method along with edge
computing systems suggested in [207, 208]. An edge computing system for anomaly
detection is presented in [209] where edge devices collaboratively train a deep anomaly
detection model. Production management is another application that has found usage
of Al in ToT based smart Industry. For, e.g., the authors in [210, 211, 212, 213, 214]
use cloud based data driven systems along with machine and deep learning algorithms
to help with task dispatching, performance analysis as well as worker activity recog-
nition utilizing a variety of sensing modalities. The work of [213, 214] are especially
interesting as they aim is to not only perform production management but also pro-
pose data for various health related analysis to create a safer working environment
on the factory floor. A fog system for production management has been presented in
[215] who use activity data to determine resource allocation locations to contribute
to management of a production operation. Furthermore, product inspection, which
is a common application of instrumentation systems in a factory, has been performed
by [216, 217] who utilize images and sensor data in a cloud based system to monitor
product quality.

A factory has a multitude of machines and equipment working round the clock
manufacturing goods. Maintenance is an important aspect of this operation where
regular checks are performed on the equipment to ensure that no breakdown occurs
during the production process, which might result in monetary loss or loss of life.
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Table 11. Al use for Smart Homes

Application Network System Ar- Task Data type
chitecture
Ambient Assisted liv-  K-NN [182] Cloud Clustering - Detect abnor- Homogeneous (Reed switches)
ing (Activity recogni- mal clusters
tion/Fall detection)
RNN (LSTM) Classification - Different ac- Heterogeneous (Human motion,
[185] tivities Water float, Reed switches, Tem-

perature, Pressure, Luminance,
Gas and other environmental sen-
sors in a home)

RNN (LSTM)

[183)
SAE [184]
RNN (GRU) Classification - Different Homogeneous (Sound recordings
[186] sounds from rooms in a house)
Ambient Assisted DNN [187] Cloud Classification and Regres- Homogeneous (Wi-Fi signal
living  (Localization sion - Localization estima- strength and identifiers)
and Occupancy de- tion
tection)
NB [189] Classification - Presence of Heterogeneous (Volatile organic
people or not, Regression- compounds, CO, Temperature,
Number of occupants Humidity)
DNN [188] Classification - Different Heterogeneous (Temperature, Lu-
number of people present minance, Humidity, Pressure, CO2,
Motion, Magnetometer, Gyroscope,
Accelerometer, Sound, Door and
window open/close status)
Energy management SVM [190] Cloud Classification - Intrusion de-  Heterogeneous (Images + Sound)
(Automation, Power tection
consumption profil-
ing)
SAE [192] Regression - Disaggregation Homogeneous (Appliance power
of appliance power data consumption)
RNN Regression — Forecasting oc-  Heterogeneous (Appliance power
(LSTM)[195] cupant resource usage consumption, Luminance, Vibra-
tion, Temperature, Humidity, Ac-
celerometer [fan])
SAE for Classification - Energy dis- Heterogeneous (Temperature,
disaggre- aggregation, Regression - Luminance, Humidity, Proximity
gation and Load forecasting switches, Ultraviolet light sensors,
RNN(LSTM) Power consumption)
for forecasting
[194]
NB [193] Classification - Determine Homogeneous (Appliance power

appliances that are on consumption)

However, with the data gathered by various sensors on these machines, it is often
more beneficial to take an active approach rather than a passive one by using this
data for predictive maintenance purposes. Predictive maintenance utilizes data from
the daily operation of machines in an industry to optimize the manufacturing op-
eration [218] and is one of the main uses for Al in the industry. In [219, 220], the
authors suggest a predictive maintenance scheme using SVMs utilizing data from ac-
celerometers measuring vibration in a crane motor and data from various sources in
a semiconductor manufacturing process, respectively, both work in a cloud environ-
ment as evidenced from the architecture. Prediction of failure can also be a regression
operation, as was demonstrated by [221] who use RNNs to predict future values of
a physical parameters of a pump using a number of heterogeneous sensors used to
monitor it. As with the other two systems, this system also had a cloud architecture.
The authors in [170] also present a regression based health prognosis system for the
industry using a CNN on machine data (Images, stress, temperature, vibration, po-
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sition and electromagnetic signal measurements). The use of IoT based Al in Smart
Industry has been presented in Table 12.

3.7 Smart Infrastructure

An application within smart infrastructures also involves monitoring of civil structures
for structural health. The authors in [222] take a clustering approach to perform
health monitoring of a bridge using vibration data in a cloud setting. They use
clustering to determine clusters of abnormal behavior in accelerometer measurements
from a bridge. In [223, 224, 225], accelerometer signals have been used where as [226]
have used piezo electric transducers for performing structural health monitoring of
bridges formulated as a classification problem between different damaged states of
a bridge. The prime sensing modality for monitoring has been measuring vibration
using accelerometers, however, other sensors such as fiber optic gratings can also be
used to measure stress.

The second avenue for Al applications in 10T for smart infrastructure is the use
of IoT devices for building environment control and energy management as well com-
fort aware control. This involves the prediction of building energy usage based on
environmental data (such as temperature, humidity) and electrical power data. The
authors in [227] and [228] use electric power data and heat flow information in a
building to predict the energy requirements in the future so as to better manage en-
ergy consumption. Ambience control of a museum has been performed in [229] where
the authors use deep learning algorithms to predict the CO2 and humidity levels
for the care of exhibits. Comfort aware energy management has been performed in
[230] where the authors use a CNN to regulate thermal comfort in a building using
various physical quantities. It can be noted that all of these mentioned systems have
been deployed in the cloud, this is due to the nature of the application. However,
there have been efforts for developing fog/edge systems for smart infrastructure. The
authors in [231] describe a framework for deploying edge and fog computing services
in smart buildings and demonstrate their systems effectiveness for the case of energy
management. Table 13 summarizes the use of IoT based Al in Smart Infrastructure.

3.8 Smart Transport

Major smart transportation applications involve smart parking and transportation
management. Smart parking aims to solve the problem of helping users finding park-
ing spots in order to save time as well as reduce gas emissions and is therefore a much-
researched topic for Al deployment towards smart transportation. Solutions to this
problem have been formulated both as a regression problem as well as a classification
one, both utilizing imaging and/or other occupancy sensing modalities. Regression
solutions [232, 233, 234] are typically used to predict a parking lots occupancy levels
in the future whereas classification systems [235, 236, 237| involve guiding drivers ac-
cording to the shortest distance as well as used for user localization purposes within
such lots. In addition to cloud based approaches, edge computing systems for smart
parking have also been devised as suggested in [238, 239] who deploy CNNs on edge
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Table 12. Al use for Smart Industry

Application Network System Ar- Task Data type
chitecture
Fault and anomaly DNN [203] Cloud Classification - Different classes of abnor-  Heterogeneous (Mul-
detection mality labels tiple sensor and con-
trols [button states
etc] information)
DNN [202] Classification - Different damage stages of Heterogeneous
a 3D printer (Accelerometer, Gy-
roscope)
RFC[199] Classification - Normal and abnormal op- Homogeneous (Ac-
eration in wind turbines celerometer)
SVM [197] Classification - Different wind turbine
health conditions
SVM [198] Classification - Normal and mixed cement Homogeneous (Im-
ages)
RFC[200] Classification - Different fault types in steel =~ Heterogeneous
manufacturing (Various sensors,
dimensional mea-
surements)
DNN [201] Classification - Normal and arcing Homogeneous (Cur-
rent)
CNN [204] Classification - Defected product or not Homogeneous  (Im-
ages)
CNN [205] Fog Classification - Different types of defects Homogeneous  (Im-
ages)
CNN [206]
SVM [207] Edge Classification - Abnormal and normal pres- Homogeneous (Wa-
sure ter pressure)
CNN + Classification - Abnormal and normal time Homogeneous (Elec-
LSTM [209] power patterns trical power)
RNN (LSTM) Classification - Faulty and normal state of ~Homogeneous  (Ac-
[208] a machine celerometer)
Production manage- SVM [210] Cloud Regression - Prediction of the slotted coef-  Heterogeneous (Var-
ment ficient in a hydraulic press ious measurements
from a  hydraulic
press)
ConvLSTM + Regression - Forecasting machine speed to  Homogeneous (Speed
SAE [211] make production more efficient of machine [rotary])
DNN [214] Regression - Bottle neck prediction in time  Heterogeneous
(RFID,  movement
sensors)
CNN [212] Classification - Different activities in an as- Heterogeneous
sembling factory (IMU, EMG)
SVM [213] Classification - Different activities in a  Heterogeneous
meat processing plant evaluate worker per-  (Accelerometer, Gy-
formance roscope)
RFC[217] Classification - Bad or good product qual-  Heterogeneous (Var-
ity ious sensors from a
production floor in a
factory)
CNN [216] Classification - Prediction of temperature, Homogeneous (Spec-
Carbon content in steel trogram Images)
RFC[215] Fog Classification - Determine Room ID, used Heterogeneous (Ac-
for system disruption tivity data, Loca-
tion)
Predictive  mainte- CNN [170] Cloud Regression - Predict health index for ma- Heterogeneous (Im-
nance chines ages, Temperature,
Vibration, Position,
Electromagnetic
signal measurements,
Strain gauge)
SVM [219] Classification - Abnormal or normal vibra- Homogeneous  (Ac-
tion data (from electric motor in a crane)  celerometer)
RFC+ SVM Classification - Failure prediction Heterogeneous (Mul-
[220] tiple sensors from
SECOM dataset)
RNN (LSTM) Regression - Predicting data from sensors  Heterogeneous
[221] (Different sensors

[Pressure, Tempera-
ture, Vibration etc])
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Table 13. Al use for Smart Infrastructure

Application Network System Ar- Task Data type
chitecture
Structural health  K-Means [222] Cloud Clustering — Look for abnor-  Homogeneous — (Ac-
monitoring mality of building state celerometers)
K-NN [226] Classification — Different Homogeneous (Piezo
damage states electric sensors)
DNN [223] Homogeneous  (Ac-
celerometer)
CNN + RNN (LSTM) [225]
SVM [224]
Energy and Environ- SVM [227] Cloud Regression - Forecasting Heterogeneous
ment management electrical power usage (Power and environ-
mental data)
SAE [228] Regression -Energy predic- Homogeneous (Heat

RNN (GRU, LSTM) [229]

tions for buildings

Regression -Prediction of en-
vironmental variables (CO2,
Humidity etc)

flow data in build-
ings)

Heterogeneous (envi-
ronmental data such
as CO2, Humidity,

Air velocity)

CNN [230] Regression - Comfort level

devices for occupancy detection and user localization, respectively. Another applica-
tion of Al IoT for smart transportation involves determining traffic flow as well as
prediction of traffic flow for traffic light control and other management tasks such as
accident detection. In this regard, video cameras are popular for detection of vehicle
density on roads for traffic congestion determination. However, with most cars having
a GPS device and the commonality of cellphones with every driver, many approaches
use the data from the GPS along with weather and generic traffic flow information
to determine traffic prediction. The nature of traffic flow prediction using sensing
modalities such as GPS require systems to be operated as cloud-based systems as
is the case in [240, 241, 242, 243]. Of these, Wangyang et al. [242] and Xiao et al.
[243] use deep learning based sequential modeling approaches to predict traffic flow
ahead of time where as Aung & Naing [240] and Yunxiang Liu & Wu [241] solve this
through a classification formulation. A traffic management system for public buses
has been proposed in [33, 244] where GPS data is used to predict bus arrival times
for public transportation systems. Accident detection has been performed using car
position and velocity information in a Vehicular Adhoc NETworks (VANET) envi-
ronment by the authors of [245]. They do this through a cloud based system that
can use this information to predict whether an accident has occurred or not. Apart
from typical sensing modalities, with smart phones and user participation in social
media, smart transportation systems are expected to increasingly include more sens-
ing modalities [246] fused together for use in decision making for traffic management
purposes. Mukherji et al. [247] use Wi-Fi signals to determine commuter traffic a
subway station. They do this by using the measured signal strength of the Wi-Fi
signals along with a Random Forest classifier in a cloud-based setting. Their system
is able to determine if a person is on the train or on the platform which can be used
to help with planning train times and routes. A summary of IoT based Al for Smart
Transport has been given in Table 14.
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Table 14. Al use for Smart Transport

Application Network System Ar- Task Data type
chitecture

Smart Parking K-NN [237] Cloud Classification - Presence of a  Homogeneous  (Im-

(Parking occupancy vehicle ages)

detection/Rout-

ing/Location predic-

tion)

K-Means [232] Regression - Future occu- Heterogeneous (Oc-
pancy prediction cupancy, Location,

Time)

RNN (LSTM) [234]

LR [233] Homogeneous (RFID

data from cars)

DNN+ CNN [235] Classification - Different po- Homogeneous (Radio
sitions based on beacons in-  frequency signal
stalled strength)

DT [236] Classification - Recommen- Heterogeneous
dation of parking lot based (Parking  informa-
on distance tion, Time)

CNN [238] Edge Classification - Detection of Heterogeneous (LI-
empty parking space DAR, Images)

CNN [239] Classification — Different Homogeneous (Blue-
user locations localization tooth received signal

strength)
Transport man- K-Means [33] Cloud Regression — Transport de- Heterogeneous (GPS,
agement (Public lay prediction Ticket information,
transport  manage- Time, Arrival, De-
ment) parture information
etc)

K-Means [244] Regression — Arrival time
prediction

RFC[247] Classification — Localiza- Homogeneous (Wi-Fi
tion, as on platform or train  signal parameters)

Transport manage- NB [240] Cloud Classification - Different Homogeneous (GPS
ment (Traffic flow) traffic states data, current and his-
torical)

RFC[241] Heterogeneous

(Weather, Road
data)

Transport man-
agement (Traffic
Accident detection)

RNN (LSTM) [243]

RNN (LSTM) [248]
SAE + RNN (LSTM) [242]
RFC [245

Regression - Traffic flow pre-
diction

Classification - Accident or
not

Homogeneous (Traf-
fic flow data[vehicle
speed count etc])

(Ve-

Homogeneous
locity, Position)

4 Conclusion

This chapter provided a coverage of the usage of Al in terms of machine and deep
learning for applications within smart cities. For each of the applications discussed
for the various components, the type of deployment based on the technologies and
architectures discussed in the previous chapter were identified. Figure 7 provides a
summary of the Al discussion in this section. Moreover, a tabular version is provided
in Table 15 for this section. It highlights the applications in which each Al domain
finds use in for smart city components.
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Table 15. AT applications for IoT Smart Cities

Smart City Machine Learning Deep Learning Observations
Component
Smart Agricul- - Crop Monitoring /Plant care - Crop Monitoring /Plant care
ture (Irrigation) (Irrigation)
- Crop Monitoring /Plant care - Crop Monitoring /Plant care
(Monitoring and disease detec- (Monitoring and disease detec-
tion) tion)
- Data driven crop care and de- - Data driven crop care and de-
cision making (Predicting phys- cision making (Predicting phys-
ical parameters) ical parameters)
- Data driven crop care and de-
cision making (Crop recommen-
dation)
Smart City - Air quality - Air quality
Services For applications such as
- Water quality monitoring - Water quality monitoring Smart Agriculture, Smart
- Waste management - Waste management Energy, Smart  Health,
- Sewer Overflow Monitoring Smart Industry and Smart
- Urban noise monitoring Transport, Deep Learn-
Smart Energy - Energy/Load consumption - Energy/Load consumption ing as well as Machine
forecasting forecasting Learning algorithms have

Smart Health

Smart Homes

Smart Indus-
try

Smart Infras-
tructure

Smart Trans-
port

- Smart Grid line event classifi-
cation

- Human activity recognition/-
Fall detection

- Patient Health Monitoring

- Disease diagnosis

- Parkinson detection/Seizure
monitoring

- Ambient Assisted living (Ac-
tivity recognition/Fall detec-
tion)

- Ambient Assisted living (Lo-
calization and Occupancy de-
tection)

- Energy management (Au-
tomation, Power consumption
profiling)

- Fault and anomaly detection

- Production management
- Structural health monitoring

- Energy and Environment man-
agement

- Smart Parking (Parking occu-
pancy detection/Routing/Loca-
tion prediction)

- Transport management (Pub-
lic transport management)

- Transport management (Traf-
fic flow)

- Transport management (Traf-
fic Accident detection)

- Electricity theft detection

- Human activity recognition/-
Fall detection

- Patient Health Monitoring

- Disease diagnosis

- Parkinson detection/Seizure
monitoring

- Ambient Assisted living (Ac-
tivity recognition/Fall detec-
tion)

- Ambient Assisted living (Lo-
calization and Occupancy de-
tection)

- Energy management (Au-
tomation, Power consumption
profiling)

- Fault and anomaly detection

- Production management
- Structural health monitoring

- Energy and Environment man-
agement

- Smart Parking (Parking occu-
pancy detection/Routing/Loca-
tion prediction)

- Transport management (Traf-
fic flow)

been deployed in Edge/Fog
configurations.

The most popular machine
learning algorithms were the
SVM and RFC.

The most popular Deep
Learning algorithms were
RNNs and CNNs.
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CHAPTER IV

OPTIMIZATION IN IOT SMART CITIES

1 Introduction

This chapter presents a coverage of combinatorial optimization in IoT based smart
cities by deliberating on the most popular applications of optimization algorithms
and providing an insight to how those problems are formulated and worked upon. It
provides a mapped overview of the optimization landscape in the smart city domain
while considering the [oT. Through this mapping, the common optimization problems
across the various components of the IoT enabled smart city have been identified. For
each problem discussed, the objective function used, the nature of the objective as
well as the constraints considered have also been elaborated on.

2 Optimization and Heuristics in IoT Smart Cities

As has been observed by [249], combinatorial optimization problems in the real-world
are known to be difficult to formulate and generally are hard to solve. Moreover,
choosing the right algorithm is also a tedious task as each comes with a different
set of characterizations. This is very applicable to the IoT bases smart city where
applications in each component caters to a different environment and aspect of the
city’s operation and therefore requires intricate design of the problem. This chapter
takes guidance from the work of [249]. They note that the most popular algorithms for
use in combinatorial optimization problems are the Ant Colony Optimization (ACO),
Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution
(DE) and Artificial Bee Colony (ABC). Moreover, following from their discussion, six
factors are considered for each application identified. These are:

1. The type of application: This refers to the problem being optimized within the
smart city domain.

2. Data Setup: For each application, we mention the data setup used. While doing
S0, we aim to capture the various ways in which researchers have sourced data
for their proposed method.

3. Single-Parallel problems: Another thing to note in smart city optimization
problems is whether a problem has been considered as a single problem or
multiple sub-problems/parallel.

4. Objective direction, function and number of objectives: Maximization or mini-
mization, lowest fitness function value desirable or higher fitness function value
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is desirable. Since we list the objectives, we also covere the number of ob-
jectives inherently. Single objective, where a single fitness is optimized for its
best value or multi-objective where multiple objective functions need to be con-
sidered at the same time. The latter is a complex process as some objectives
may have conflicts and thus requires the need to perform trade-offs with what’s
acceptable.

5. Constraints: Constraints are a set of restrictions or prerequisites that may
sometimes be necessary to determine if a solution is considered valid or not.
Soft constraints are desirable but not necessary whereas hard constraints are
mandatory to be met. Constraints are put on the fitness function according to
application being considered. Covering this aspect is particularly important as
constraints are determined by the application being worked on.

3 Meheuristic Algorithms

Metaheuristic algorithms are widely used to solve combinatorial optimziation prob-
lems in the real-world [249]. The aim of these algorithms is to determine the minima
or maxima of an objective function which translates an optimization objective in to
one or more mathematical equations. Five algorithms have been considered in this
chapter, these are the Ant Colony Algorithm, Genetic Algorithm, Particle Swarm Op-
timization Algorithm, Differential Evolution and Artificial Bee Colony. As mentioned
earlier, these have been chosen as these were the most commonly used optimzation
algorithms identified by [249]. In this section, we provide a brief intuitive description
for each of them.

3.1 Ant Colony Optimization

Ant colony optimization is derived from the behavior of ants searching for food
[250]. It was observed that during this process, each ant deposits a chemical called
pheromone on the path which it takes towards the food. The more the ants take a
given path, the more the pheromone is deposited on it. Subsequent ants that want
to go towards the food use the amount of pheromone on a given path or sub-path
to decide which path to take so as to determine the optimal route to the food. In
the artificial ant colony optimization algorithm, the points on the path that form the
sub-paths are encoded on a graph where each ant can only visit a given vertex (travel
on the same sub-path) once. Each iteration starts with a number of artificial ants,
an ant would choose the next vertex to visit based on the level of pheromone on the
possible sub-paths available to it as well as whether that path has been used before.
At the end of each iteration, the pheromone levels are updated so as to prioritize the
use of the most used path for ants in the next iteration.

3.2 Genetic Algorithm

A genetic algorithm [251] is based on evolutionary science. The idea behind the ge-
netic algorithm is that starting from a given population set of organisms, subsequent
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reproduction will result in fitter organisms being produced given that the organisms
chosen for reproduction have some level of fitness. To solve an optimization prob-
lem, a genetic algorithm begins with a given population size of strings also called
a chromosome. Each ‘chromosome’ consists of a ‘gene’ which may represent points
in the population. The sequence in which the genes are present would represent a
solution to the problem. For e.g. for a route scheduling problem, this may be the
coordinates of the stops. The ‘goodness’ of a chromosome is determined by a fitness
function that quantifies how appropriate a given chromosome is as a solution for the
problem. Choosing the right fitness function is an important consideration in genetic
algorithms as it needs to gauge the kind of optimization that is to be performed.
The optimization process starts with an initial population of a given size. Once a fit-
ness function has been defined, in each iteration, two or more chromosomes (parents)
are taken at random from the population and one or more offsprings are generated.
The random selection takes the selected parents fitness function value in to account,
however, its necessary that not all parents chosen are the fittest of the population as
otherwise, diversity will be compromised, and the algorithm may get stuck in a local
minimum. The method by which these offspring are generated is called the Crossover
function and the number of parents mated to form offsprings from them depends
on the crossover rate. The Crossover function defines the way the genes within the
chromosomes are exchanged. Usually, the crossover rate has a high value. Moreover,
depending on some mutation rate, a given fraction of all offsprings are mutated. Mu-
tation depends on the mutation function used and involves members of the offspring
being swapped in some manner. When one iteration of the offspring creation from
the parents in the entire population is completed, the offsprings replace members of
the original population (typically the weakest) and one generation of the GA is said
to be completed. In order to converge to a sufficiently good result, GA’s need to run
for many generations.

3.3 Particle Swarm Optimization

Particle Swarm Optimization is modeled on the social behavior of animals rather than
the evolutionary biological behavior on which Genetic Algorithms are based. PSO
[252] is particularly based on the behavior of a flock of birds searching for food. Each
bird in the flock searches for food and can communicate with other birds in the flock
as soon as it finds food or a good direction for it. Therefore, each bird has two food
‘directions’ that it needs to consider, first is on an individual level which is called
the personal best and the second is on the flock level which is the global best. Using
these two values the bird will proceed towards that path and will inform other birds
in the flock too. The idea here is that after enough time and with all the individuals
working together, the swarm will find the place with the highest concentration of
food. In terms of using PSO for optimization tasks, individual birds are equivalent
to a solution as in a GA and each is considered as a point or a particle, collectively
they make up the swarm. This swarm population may be initialized randomly or
based on some domain knowledge about the problem. The highest concentration of
food represents the optimal solution for the whole swarm where as a good direction
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represents the local optimal solution for each case. The aim here, like birds in a flock
is to determine the global optimal solution using information from each individual
particle. Each particle has three aspects to it, its position, its velocity and a value of
its current position’s 'goodness’. This 'goodness’ as in the GA is defined by a fitness
function. Like birds, each particle has a personal best fitness value and is also aware
of the global best fitness value. For any particle, the new direction of movement is
decided by a combination of the personal best and the global best as well as the
particle’s intention to maintain its current movement. Furthermore, several different
topologies can be utilized, and a neighborhood can also be set for each particle to
convey positions when limiting the global best parameter to the local best scheme
rather than the whole swarm. The algorithm may be stopped till the best solution is
reached or no more improvement is observed.

3.4 Differential Evolution

Differential evolution [253] is a stochastic evolutionary algorithm which is used for
optimization problems for continuous functions. The DE algorithm does not expect
gradient information and thus it doesn’t need to be differentiable. Like other evolu-
tionary algorithms, a solution is searched for in the design space by maintaining a
set of individual candidate solutions. In each iteration, the solutions with the best
fitness are combined together and retained for the next iteration. The aim is to im-
prove upon the fitness value and this process is repeated until a pre-decided condition
for termination of this process is satisfied. Differential Evolution is very similar to
Genetic Algorithms in that both are evolutionary in nature, however, the difference
is that the DE uses real numbers in the chromosome and also that the mutation oper-
ation consists of the difference between two or more chromosomes of the population
with the possible addition of some type of noise to create a new individual. Like
GA, DE also suffer from getting stuck in local minima. The DE algorithm also has
three control parameters, the population size, the mutation factor and the crossover
probability.

3.5 Artificial Bee Colony

Article Bee Colony [254] is a swarm intelligence algorithm based on the behavior of
bees. Within bees, there are different social classes who work together to complete
tasks such as harvesting pollen and nesting through the use of smell, 'swing dance’
and other methods. Bee colonies consist of three types of bees, queen, male and
the worker bees which work on activities such as searching for food, gathering and
storage of honey. After gathering honey, the worker bee comes to the nest and
informs other bees about the location of the honey source site through a dance. The
ABC algorithm simulates the behavior of bees by considering three elements, the
food source, employed bees and unemployed bees. The food source is represented as
revenue considering its distance and quality, the higher the revenue, the better is the
value. In computational optimization terms, the food source is a potential solution
to the objective formulation of the considered problem and the quality or value of
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the food source represents the fitness value of that particular solution. At the start,
all bees are used as scouts, searching for food sources. When a food source is found,
for a high value food source, bees who find those food sources become hire bees and
collect the food source. If the food source is of intermediate value, the bees become
follow bees and if the food source value becomes low, the bees become scout bees to
look for better food sources. Hire bees, the bees with a food source location having
a high value, lead the follow bees to develop solutions in their neighborhood in order
to come up with more solutions. A subset of the highest-ranking solutions are then
considered before this process is repeated again until the end conditions are met.

4 Optimization Applications in Smart Cities

Several tasks in smart city operations require the use of metheuristics to be solved,
the aim being to optimize the resources present in the city. This section presents
the different uses of optimization techniques for IoT enabled Smart Cities. This
task is performed for all eight components, Smart Agriculture, Smart City Services,
Smart Grid, Smart Health, Smart Homes, Smart Homes, Smart Industry, Smart
Infrastructure and Smart Transportation.

4.1 Smart Agriculture

Smart Agriculture involves the use of digital technologies such as sensors and in-
telligent systems to improve agricultural productivity. The sustenance of agriculture
depends on water, and it is central to the agricultural production of food items around
the world. However, water is becoming an ever-scarce resource due to the increasing
demand caused by human population growth, increased economic activity by indus-
tries and also due to climate change. It therefore is necessary to utilize this precious
resource wisely so as make use of it in the best manner possible. One approach
towards ensuring that water and land is used appropriately is by introducing irriga-
tion management schemes such as irrigation scheduling and water allocation in the
farming process. A summary of the optimization problems, objectives, constraints in
smart agriculture and the use of IoT is illustrated in Figure 8.

Measurements in water irrigation systems are typically performed by sensors
placed at different points in the canals and rivers to determine water flow, volume and
speed. This information regarding water movement can be combined with economic
information such as yeild, crop profit to optimize water distribution. Irrigation man-
agement through scheduling has been performed by the authors of [255, 256, 257, 258]
to maximize net return on crop profits, water use efficiency and to minimize leakage
losses. In [259] Fugiang et al. aim to optimize water delivery through canals while
also performing scheduling. They do this using a genetic algorithm and work with
two objectives, minimizing the difference between the time of water delivery and wa-
ter demand and the fluctuation in water discharge of the main canal. Their model
was applied to a district in China.

The authors in [260, 261] work on optimal allocation of water. Of these, Ikudayisi
et al. [260] use the differential evolution algorithm to minimize the water allocated to
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loT Usage: Sensors provide information about water flow, amount of water and more

Figure 8. Optimization applications in Smart Agriculture.

farms in South Africa while maximizing the benefits in terms of job creation, ensuring
food security and the yield of crops. Wu et al. [261] approach this as problem
of reducing deviation between different channels and minimizing water seepage to
ensure a more consistent supply to all water channels. An approach presented by
Ocampo et al. [262] tackles this problem not as a task of allocation directly but
considers the scenario of providing sufficient water to a smart farm while controlling
two water pumps. The objective function is formulated to minimize the energy cost
of the water pumps while maintaining sufficient supply of water to the plants on the
farms. Constraints considered for such applications include the limited quantities of
water being worked with, the time for which the water was available and the area
of land which was to be considered. Another allocation based scheme is presented
by Zhuo et al. [263] who use a genetic algorithm for an irrigation system based on
a reservoir and two pumping stations. Their aim is to ensure that there is no water
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shortage. The objective function used by them is the minimization of the annual sum
of squared water shortage. Other work in [264] also minimizes use of groundwater
and increase benefit to the regional water supply through reduction of water deficits
in the Dujiangyan region of China.

A precision agriculture scheme is presented by Roy et al. [265] who combine
an loT system consisting of sensors on plants using a GA based rainfall predictor.
Combining predicted rainfall information along with the sensed moisture level in
the crops, they control plant watering. Lin et al. [266] propose a framework for the
management of fertigation and irrigation in precision agriculture. They perform short
term management and long-term management. Soil and crop growth data is gathered
from IoT based sensor systems. Long term planning refers to the allocation of water
and fertilizer resources to crops in terms of quantity so as to meet demands whereas
short term refers to when and how to use them. They use a genetic algorithm for long
term planning considering the allocation of water and fertilizer for crops to maintain
pH value and electrical conductivity. This information has been presented in Table
16 while a summary of the identified data sources used by each considered work has
been provided in Table 17.

4.2 Smart City Services

According to the world bank, the amount of annual solid waste generated is set to be
3.40 billion tons [268] in 2050. Managing this waste and its collection in an efficient
manner is imperative for health and climate reaons. The most common application
towards smart city services optimization is waste management as illustrated in Figure
9 which summarizes the objectives, constraints and the use of 1oT.

Smart waste collection systems include sensors attached to trash cans which can
inform the municipal authority about the status of the garbage amount present in
them. Omnce the trash cans are close to being full, it is the responsibility of the
municipal corporation to perform garbage collection in an efficient manner. In this
respect, data provided by the sensors on garbage cans can be used to determine
an optimized route for garbage collection to construct the Vehicle Routing Problem
(VRP) in the Smart City Services domain. As such, this problem has been performed
keeping in view various goals. The minimization of the route distance taken by a
garbage tuck has been performed by the authors in [269, 270, 271, 272, 273]. The
aim in this case is to determine a route for garbage collection vehicles that minimizes
the total distance traveled by the them. Zhang et al. [273] consider multi-vehicle
allocation while considering the single objective of minimizing route distance. Wei
et al. [274] use the Artificial Bee Colony algorithm to determine garbage collection
routes resulting in the minimum emission of CO2. Another optimization objective
in route optimization for waste management has been the minimization of the total
travel time, such a target is described by the authors of [275, 276, 277, 278] who aim
to reduce travel time while considering emptying of waste bins. Another optimization
consideration in route optimization for waste management is to reduce cost. This has
been carried out by Tirkolaee et al. [279] who formulate a multi-objective function of
travel cost and total useage cost of vehicles and determine the route with the minimum
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Table 16. Optimization in Smart Agriculture

Single/
Application Algorithm Parallel Objectives Constraints
problems
g;ﬁ?zs%x:?asgciﬁfgingf ACO [255] Single Maximizing net return on crop S&ist;ramt on water avail
PSO [256] Sapacity of irrigation sys-
em
Water savings should be
more than deficiency
Minimize water fluctuations and
GA [259] Single difference between the time of wa-  Finite canal capacity
ter demand and need
Maximum rotation time lim-
itation
GA [257] Parallel Maximi%e yiel.d, gl(?bal and local Constraint on irrigation in-
water use efficiencies terval
Minimum and max irriga-
tion amount
GA [258] Parallel Minimize leakage loss both individ- F low capacity limited by
ually and overall maximum
Irrigation time constraint
Net discharge constraint
Total flow rate should be
sum of individual flowrates
Irrigation Management (Ir- DE 260 Sinel Minimize irrigation water allocated — Constraint on the land area
rigation Water Allocation) (260] mele and maximizes net benefits available
Minimum and max planting
areas for crops
Limited water available for
the farm
Minimize deviation in the different
PSO [261] Parallel channels, water seepage in the dis- Time
tribution channels
Water quantity constraints
Maximize benefit to regional wa- Water supply quantity con-
GA [264] Parallel ter supply, minimize water deficit straints for annual water,
groundwater exploitation in regions  ground water
Irrigatiog Manggement (En- GA [262] Parallel M.in.imize energy cost while main- Limited energy available
ergy Optimization) taining water supply for plants
Water volume maintained in
storage tank, fish pond
GA [263] Single Minimize sum of squared water Ar%nual' water availability in
shortage reservoir
Water rights of replenish-
ment pumping station
Water rights of the irrigation
pumping station
Operational rule constraints
Irrigation Management . P . Minimum and maximum
(Water Control) GA [267) Single Maximize yield water depth limits
Min and max soil moisture
Irrigation and  Fertilizer GA . Maximize economic profits and en- — Limits on the demand of wa-
Management [266] Single vironmental benefits ter for each cro
g P

Total water does not exceed
available

Total fertilizer doesn’t ex-
ceed availability

Water allocation should be
positive

Table 17. Data setup used for Smart Agriculture Optimization

Data Type

Papers

Self-collected / Presented

Government and private agencies

[256, 258, 259, 262, 267, 266]

[260, 256, 255, 267, 259, 257, 258, 261]

26



Smart City Services

Waste Management
Route Optimization

Objectives: Minimize

distance, CO,
emissions, travel time

Constraints: Road
network fixed, location
served by one truck,
continuous routes,
deadline to finish jobs,
capacity limited

loT usage: Sensors for
trash fill level and
weight detection

Figure 9. Optimization applications in Smart City Services.

costs using the ACO. Constraints considered in such applications are related to a
fixed road network which depends on the locality for which the optimization is being
performed, the continuity in the determined route as well as fulfillment of capacity
restrictions. The useage of optimization algorithms in smart city services is provided
in Table 18 and the data sources used are provided in Table 19.

4.3 Smart Grid

The electricity grid has been a major beneficiary of smart city technologies. The in-
creasing demand for energy by consumers along with the environmental impact that
fossil fuel-based energy production has on the planet has forced utility companies
to introduce renewable energy sources within the electricity distribution system and
make their energy production and distribution systems more efficient through plan-
ning and design improvements. Optimization algorithms find applications within the
smart grid domain in terms of power management and planning. A summary of
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Table 18. Optimization in Smart City Services

Single/
Application Algorithm Parallel Objectives Constraints
problems
Waste Management ACO [269] Single Minimization of distance Road Network is fixed
Route Optimization
GA [270, 271, Each dumpster served by
273] one truck only
Trucks leave depot to go to
landfill
PSO [272] Routes are continuous
ABC [274] Single Minimize Co2 emissions Capacity constraint for bins
as well as trucks
ACO [275] Single Minimize total travel time Trucks leave a depot empty
. Bins needs to be fully emp-
GA [276, 277] tied by trucks
Vehicle start depot and end
at landfill
PSO [278] Dcmapd should not exceed
capacity
ACO [279] Single Minimize travel cost and to- Subtour elimination

tal usage cost of vehicles
Jobs should finish within a
given deadline

Table 19. Data setup used for Smart City Services Optimization

Data Type Papers

Self-collected / Presented/ Generated —[269, 270, 271, 275, 279, 277, 273|

Government Agency [276, 278]

Dataset Capacitated VRP datasets [280] by [272], Capacitated VRP Instances [281] by [274]

the applications, objectives, constraints and IoT usage for optimization algorithms in
Smart Grids has been illustrated in Figure 10.

An increasing population has led to an increasing demand for electricity around
the world. This burdening of the electricity grid has led to measures for increasing
the performance of the electricity distribution system by reducing loss, prevent over-
load and reduce cost. The authors in [282, 283, 284, 285, 286, 287, 288] work on
the improvement of grid performance by minimizing cost and reducing power losses.
Power loss minimization is specifically targeted by [282, 286, 284]. Of these, Ettappan
et al. [282] aim for the reduction of power losses, voltage deviation and increasing
voltage stability. Atteya et al. [286] also address this problem by considering net-
work redistribution to minimize losses in the grid whereas Sakr et al. [284] focuses
on minimizing transfer losses in the smart grid to accomplish this task. Nguyen and
Mohammadi [285] attempt the reduction of power losses and line congestion by deter-
mining the location of thyristor controlled series compensator devices. The problem
is formulated as a multi-objective problem aiming to minimize loadability of the lines,
active power loss and the reactance of the transmission line. A cost reduction-based
approach to improve grid performance is followed by Das et al. [283] who aim to
reduce cost of maintaining electrical stability and also the cost of management of the
distribution network. They do this by considering changing the location of energy
storage systems within the grid. Kanwar et al. [287] take maximizing profits and
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Smart Grid

Power Management Planning
Distributed _
Improved Grid Ener, Expansion of
o I gy Distribution
Performance Resource
Network
Management

Objectives: Minimize power
loss, voltage deviation,
reactance, average
loadability, cost
Maximize profit

Objectives: Minimize
expansion cost, number of
units, power losses

Objectives: Minimize cost,
emissions

Constraints: Power flow
restrictions, location
limitations, operational
limitations. capacity limits,
load balances, power limits,

Constraints: Power limits
(generation and
distribution), battery
charge/discharge limits,
load schedule restrictions,

Constraints: Power flow
restrictions, generation
limits, infrastructure limits

topology restrictions capacity limits

loT Usage: Loads and other devices in the power network can be swithced on and off as needed. Phase
measurement units for e.g., provide capability to obtain measurements in the smart grid

Figure 10. Optimization applications in Smart Grid.

minimization of power losses while considering sizing of a distributed energy resource
generation system.

Distributed energy resource (DER) management is another area where optimiza-
tion algorithms are used in Smart Grids. The management of distributed energy
sources within smart grids is dependent on the interconnectivity provided by IoT
in the smart grid system. Smart meters within the smart grid provide real-time
information relating to power consumption which can be used for controlling DER
electricity. Moreover, IoT devices allow for switching loads and generation sources as
required. This assists in creating a virtual power plant to aggregate all energy sources
in a DER scenario. With global warming and a changing climate, utilities around
the world are increasingly incorporating various renewable energy sources within their
grid which often times are an economically convenient option as well. However, many
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of these sources such as wind and solar (photo voltaic [PV]) do not offer a consistent
supply of power throughout the day. In this regard, systems such as batteries as
well as conventional generation plants need to be used together along with renewable
energy sources. For utility companies, it is necessary to optimize power production
so that the maximum amount of energy is utilized from these renewable sources so
as to reduce cost to the user while also maintaining the quality of service. The au-
thors in [289, 290, 291, 292, 293, 294, 295, 296, 297, 298, 299, 300, 301, 302] provide
a management scheme for DERs to minimize cost. In this regard, the authors in
[292, 293, 294, 297, 289, 290, 300, 301, 302| all formulate the problem of distributed
energy resource management as a single objective problem where the cost incurred is
minimized. On the other hand, the authors in [298, 295, 291] and [299] formulate this
as a multi-objective problem. Azaza and Wallin [299] not only target reduction of
electricity production cost but also maximize reliability of the system while reducing
the environmental impact of the distribution system. It is interesting to note that the
improvement of system reliability is formulated as a minimization problem as well.
Similarly, Das et, al. [291] consider the reduction of both the total cost as well as
the environmental cost of the system. Their considered scenario also consists of a
PV, Wind Turbine and battery. The constraints considered were constraints regard-
ing power flow, limitations on power and voltage values, power balance constraint
and power generation constraints on the renewable energy sources. In [289, 302], a
DER management system is developed for a microgrid which consists of a controllable
collection of energy storage and generation sources powered by IoT devices.

Planning in distribution networks has been considered by the work of [303] and
[304]. Mahdavi et al. [303] work on expanding transmission lines utilizing the artificial
bee colony algorithm to minimize cost of network expansion, power losses in load
and generation. On the other hand, Maji and Acharjee [304] aim to determine the
minimum number of Phase Measurement Units (PMUs) to make the distribution
network observable. The constraints used were power flow and balance of power as
well as limits on the number of transmission lines available. The internet of things also
finds usefulness in terms of the use of Phase Measurement Units that provide voltage
and current measurement capabilities within smart grids to perform maintenance and
monitoring operations. A summary of this discussion has been provided in Table 20
and the data setups used by the covered research work is presented in Table 21.

4.4 Smart Health

Smart health refers to the use of technology to provide better healthcare to patients.
This can be in the form of developing tools for better diagnosis of diseases or the use
of algorithms for better planning and healthcare delivery. The deployment of timely
emergency vehicles to a person in need is imperative towards providing healthcare
services to people. Two applications of optimization problems within Smart Health
are emergency vehicle routing and their allocation and relocation as shown in Figure
11. It also summarizes the objectives uses, constraints considered and role of IoT.
Late arrival of ambulances and other emergency vehicles to people in need may
result in irreversible damage to life and property. Studies have shown that delayed
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Table 20. Optimization in Smart Grid

Single/
Application Algorithm Parallel Objectives Constraints
problems
Power Management Minimize active power loss,
(Improve Grid Per- ABC [282] Single volage deviation and voltage Power flow constraints
formance) stability index (L-index)
Restriction on power source instal-
GA [284] lations and other components re-
lated to power structure
PSO Sinele Minimize power loss Generation and other component
[286, 288] & p operations within limits
Minimize average percent-
GA [285] Single ?.ge of 1.0 adability of the Limitation on values of bus voltage
ines, active power loss, re-
actance of transmission line
Transmission line capacity, genera-
tor active and reactive power.
Minimize cost for maintain-
ing thermal and voltage sta- Active and reactive power must be
ABC [283] Single bility and lower asset man- balanced P
agement of distribution net- Palance
works
Limits on voltage and load maxi-
mum
ESS max charging and discharging
constraints
Maximize annual profit by
PSO [287] Parallel reducing charges for annual Constraint on the node voltage
energy losses, peak power (soft)
loses etc
Minimize power loss for the Power injected by DER and SG
network reconfiguration within limit
Power generated at a given node
has a limit
For reconfiguration:
Radial topology,
Node voltages has a max hard con-
straint
Power Management
Distributed Energy ABC S s . Power generation by renewables
%esource Manage-  [292, 293, 294] Single Minimize total cost within limits
ment)
DE [295, 297, Battery charge and discharge limits
296] and system reliability
GA [289, 290] Power balance c?nstraint (gener-
ated equal to consumed)
E%g 301, 302] Specific loads are interruptible
Constraints on the efficiencies of the
sources
DE [298] Single Minimize cost and emission
Minimize cost and power im-
ABC [305] Single ported from outside micro- Power flow constraints for the DER
grid
Minimization of cost of en-
ergy and life cycle emissions
(CO2 and energy stored in
GA [291] Single batteries or converted by re-  Constraints on battery capacity
newable sources during pro-
cess of satisfying load re-
quirements)
System reliability constraint
Energy produced equal or greater
sthan required
Minimize reliability cost,
cost of electricity production
PSO [299] Single and operation environmen-
tal impact ()using renewable
factor)
Expansion of distri- A inel NIIHIIIHIZG COSt. of nletwork ex(i Power flow and active power bal-
bution network BC [303] Single {;)answn, active losses and
oss of load and generation
Power generation limits
Number of transmission line limits
PSO [304] Single Minimize number of PMUs  SG Network should be observable
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Table 21. Data setup used for Smart Grid

Data Type Papers

Self-collected/ Presented/ Generated 25 Bus network s[295, 297, 298, 291, 299, 300, 301, 302] [305]
Government Agency/ other research work  [292, 293, 294, 290, 299, 303]

IEEE 14 Bus [284, 304]

IEEE 30 Bus [282, 284, 285]

IEEE 33 Bus [286, 283, 287, 296]
Dataset/ Standard Network IEEE 37 Bus [289]

IEEE 57 Bus [282, 284, 304]

IEEE 69 Bus [287]

119 Node system of [306, 288]

Smart Health

Emergency
Vehicle Emergency
Allocation and Vehicle Routing
Relocation

Objectives: Minimize time, Objectives: Minimize time,
cost vehicle density

Constraints: Traffic balance,
traffic flow restrictions,
vehicle speed and number
limits, location of
emergency vehicle

Constraints: Road connection
restrictions, time limits

loT Usage: Real time location services, real time traffic
information, vehicle to vehicle and vehicle to infrastructure
communication can also provide better navigation and monitoring
services

Figure 11. Optimization applications in Smart Health.

ambulance dispatch increases mortality [307], moreover, economically speaking, a
one-minute delay in response time for cardiac patients found that the mortality in-
creases by 1% and adds annual costs of USD 7 billion in healthcare expenditure
[308]. Keeping this in mind ambulance deployment and location determination have
been of considerable interest in the area of optimization for smart health. These
two problems are specific cases of the Vehicle Routing Problem [309] and Maximum
coverage problem [310] sometimes called the Ambulance Routing Problem [311] and
Ambulance Location Problem [312]. The authors in [313] work on the optimal allo-
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cation determination based on fixed sites and a finite number of ambulances while
minimizing lateness of ambulance arrival using the Ant Colony Optimization. Later
on, in their work in [314], they do a comparison with using GAs and find that GAs
provide better performance. Kochetov and Shamray [315] attempt localization of
ambulance fleet at base stations with the aim to minimize the average waiting time
for arrival of ambulances. An interesting approach to this problem is presented in
Yan et al. [316] who work on this problem from a scheduling perspective where they
control scheduling of emergency vehicles to reduce the total cost in terms of money
and time using a Genetic Algorithm. Another approach for sequencing vehicles to
ensure emergency vehicles reach their destination in time is presented by Lu et al.
[317] who aim to prioritize emergency vehicle thoroughfare on traffic intersections.
They do this by minimizing the entrance time of the vehicle by manipulating vehicle
order. Constraints used for these problems include constraints on the speed of the
ambulances, the flow of vehicles on the road, specific road connections present as well
as time constraints. The internet of things serves a pivotal role in enabling the allo-
cation and routing of emergency vehicles. The connectivity provided by IoT through
vehicle-to-vehicle communication as well as vehicle to infrastructure communication
facilitates providing a real-time indication of the vehicle’s location as well as the con-
dition of traffic in a given area. This information can then be used to determine an
optimal route for emergency vehicles as well as for their optimal deployment to serve
people in need. Information about optimization methods for smart health has been
presented in Table 22 and the data setups used in these approaches in Table 23.

Table 22. Optimization in Smart Health

Single/
Application Algorithm Parallel Objectives Constraints
problems
Emergency Vehicle Ambulance from
Allocation and Relo- ACO [313] Single Minimize lateness nearest hospital is
cation dispatched
GA [314] Speed of ambulance
Total number of am-
bulance limits
. Minimize average waiting Balagce constraints
GA [315] Single - : on exit and entry vol-
time of ambulances
umes
Flow  conservation
constraints
GA [316] Single Minimize total cost in

money and time

Minimize travel time, road
PSO [318] Single length traveled, density of
vehicles on the road

Road connections are
specific

Emergency  Vehicle
Routing

Constraint on the
Minimize the entrance time difference  between
of emergency vehicle by arrival times of cur-

GA [317] Single changing the order of vehi- rent and previous
cles going through intersec- vehicles and on the
tions entrance time of the

vehicle
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Table 23. Data setup used for Smart Health

Data Type Papers

Self-collected/ Presented/ Generated [313, 314, 315, 316, 318, 317]
Government Agency/ other research work  [314, 315, 316]

4.5 Smart Homes

Home energy management has been the prime application of optimization in smart
homes, a summary of the objectives, constraints and the use of [oT has been shown
in Figure 12.

Smart Homes

Home Energy Management

Appliance
Scheduling

\ 4

Objectives: Minimize
cost, time, peak to
average power ratio,
discomfort

Constraints: Capacity
limits, flow, one level
per location

loT usage: Sensors for providing power consumption data and other environmental
readings such as temperature etc for comfort determination in homes, smart meters
provide interconnectivity betwen homes

Figure 12. Optimization applications in Smart Homes.
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Home energy management refers to the development of demand side manage-
ment schemes that aim to reduce the electricity cost billed to a customer or maintain
comfort for the user. One way this is performed is by appropriate appliance schedul-
ing. The idea here is to schedule the usage of appliances in such a way that the
most power-hungry devices are turned on during off peak hours when electricity costs
might be lower. The combination of the Smart Grid and Smart Homes facilitates the
development of optimization schemes that not only benefit the customer (in terms
of reduced electricity costs and maintaining comfort) but also be useful for the util-
ities in ensuring that load profiles (though minimizing the peak to average ratio)
are more consistent thereby allowing better planning of the power generation mix
used by them. The authors of [319] perform appliance scheduling for the purpose of
minimizing electricity cost and the waiting time for appliance usage. Interestingly,
they incorporate comfort maintenance by adding it as a constraint. A similar ap-
proach has been followed by Bui et al [320] and Makhadmeh et al. [321] who aim to
minimize the cost of electricity usage with a constraint for maintenance of comfort.
Makhadmeh et al. [321] also include the reduction of waiting time rate for appliances
by the user and the reduction of the peak to average ratio of the power consumed as
constraints. The authors in [322, 323, 324, 325] perform appliance scheduling while
considering electricity cost and peak to average ratio which need to be minimized.
All of the authors present a multi-objective function for this purpose combining the
objectives of minimizing the cost and the peak to average power ratio. Azimi et al.
[326] combine the problem of reducing cost and power together as a single objective
by considering the minimization of the ratio of operating cost and load factor in a
battery supported system. The works of [327, 328, 329, 330, 331] also consider user
comfort as part of the objective. In [327], Essiet and Wang form a multi-objective
minimization problem of electricity cost, peak to average ratio for power and discom-
fort of users in a smart home supported by a renewable energy system consisting of a
battery and PV system. In Chanra et al. [332], the authors aim to reduce electricity
cost by appliance scheduling in such a manner so as to make as much use of onsite
energy units as possible so as to reduce usage of utility provided electricity. The
energy units they consider are a diesel generator, renewables and battery. Another
approach that aims to reduce cost of consumed electricity is presented by Faia et
al. [333] who formulate it as a problem of minimizing the energy bill and the cost
associated with curtailment of power in a system with a battery and a photovoltaic
system. Work in [334, 330, 335, 336] also perform appliance scheduling to reduce
cost of electricity. Appliance scheduling for smart homes has also been performed by
Fatima et al. [323] and Abid et al. [322] considering a microgrid for homes where
instead of optimizing data from single homes, the authors used data from connected
smart meters to determine an optimized control scheme for appliances across the grid.
The constraints used for optimization in smart homes are on the comfort needing to
be maintained, constraints on the powerflow, time of operation, the maximum power
that is present or used and which appliances are switchable appliances. Appliance
scheduling is based on smart meters as well as individual control and monitoring of
appliances using IoT systems. IoT devices enable the microgrid which is used to
gather data as well as control the switching on and off of sources from the houses
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electricty supply. The information gathered from these IoT units can be processed
to optimize energy consumption patterns to reduce cost to the customer as well as
increase comfort. The use of the considered optimization schemes for smart homes
has been presented in Table 24 with the data setups presented in Table 25.

4.6 Smart Industry

One of the biggest enablers of the Industry 4.0 concept has been the use of Al tech-
niques to improve the efficiency of the manufacturing and production process. This
has led to the development of cyber physical systems aiming to assist in activity recog-
nition [339], machine health prediction [340] and production management in terms of
bottleneck prediction [341]. Apart from conventional AI applications of anomaly de-
tection, classification and regression, computational optimization also finds numerous
applications as it fits well with the objective of efficient and streamlined manufac-
turing. The major applications for the use of computational optimization have been
in the area of routing and location for logistics and are variations of the vehicle
routing problem and are typically represented as Multidepot Vehicle Routing Prob-
lem (MVRP), Vehicle Routing Problem Pick-up and Delivery with Time Windows
(VRPPDTW) or Large-scale Dynamic Vehicle Routing Problem (LSDVRP). Figure
13 summarizes the objectives utilized, constraints and the role of IoT in optimization
for Smart Industry.

The authors in [342] and [343] use the ABC and the GA respectively to determine
the best location of service sites for logistic operations. Both these approaches use
multi-objective formulations aiming to reduce cost of operations, transportation as
well as the establishment of the centers. The authors in Su et al. [344] use ACO,
Alinaghia et al. [345] PSO and Utama et al. [346] use ABC to address the problem
of determining the best route for logistics operations. The routing and coverage
problem for logistics involves determining the best route for either a single or multiple
vehicles at a depot which have to visit every customer. The works of [344, 345, 346]
focus on reducing the cost incurred in the routing for vehicles in logistics as a single
objective formulation. On the other hand, the authors of [347, 348] and [349] all
work on the minimization of distance as their objective in determining the optimal
route for delivery vehicles trying to serve multiple locations. Mounia and Bachir
[348] address routing in logistics as a multi-objective problem where they not only
aim to minimize the distance traveled by the vehicles but also aim to reduce CO2
emissions and the number of vehicles used. A time based optimization approach is
presented by the authors of [350] and [351] with [350] also factoring in reduction of fuel
consumption in their objective function formulation. Constraints used for the routing
and location determination problem are related to time, capacity constraints for the
vehicles, each customer being served only once, constraints related to the route. The
determination of the location and the route for vehicles is dependent on real time
information concerning the traffic in the area as well as the loads to be collected from
each site in addition to other information which can be provided by IoT units. The
usage of optimization algorithms for smart industry has been presented in Table 26
with data setups presented in Table 27.
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Table 24. Optimization in Smart Homes

Application Algorithm

Single/
Parallel
problems

Objectives

Constraints

Home Energy Man-
agement

ACO [319]
ACO [322]
ACO [323]

DE [324]

PSO [325]

GA [337]

GA [326]

DE [327]

ACO [328]

DE [329]

PSO [331]

GA [330, 338,
305]

ABC [320]

DE [332, 334]

GA [335]
PSO
321, 336]

PSO [333]

Single
Parallel

Single

Single

Single

Single

Single

Parallel

Single

Single

Minimize cost and waiting
time

Minimize cost and peak to
average ratio

Minimize cost and peak to
average ratio

Minimize peak to average
ratio for load shaping
Minimize ratio of operating
cost and load factor

Minimize electricity cost,
peak to average ratio of
power and discomfort mini-
mization of users

Minimize electricity cost
and discomfort

Minimize cost of electricity

Minimize energy bill and
cost associated with KWH
curtailment

Comfort needs to be main-
tained

Power flow constraints

Maximum energy capacity
constraint

Device counted that can be
shifted is positive

Number of devices shifted at
any time should not be more
than the available number of
controllable devices

Load shaping, redistribution
of load in a flexible manner

Charging and discharging of
batteries

Complete load transfer and
load clipping limits

Constraints on PV supply
limits

State of charge and rate of
discharge of battery

Time of operation within
specified limits
Temperature, air quality,
illumination and energy
should be within maximum
limits

A given appliance must be
on for specified times of the
day

Power limits to be followed

Appliances for comfort have
fixed times

Some appliances cannot be
delayed

Power balance constraints
Surplus solar power sold
back to distribution system
Maintain zero net energy in
building

Time constraints

Load safety factor

Load phases of appliances
fulfill energy requirements
Comfort needs to be main-
tained

Peak to average power ratio
balancing

Power values within lim-
its, battery charge and dis-
charge limits

Table 25. Data setup used for Smart Homes

Data Type

Papers

Self-collected/ Presented/ Generated

Government Agency/ other research work

[322, 319, 323, 324, 325, 326, 327, 329, 305, 338, 330, 320, 334, 335, 321, 336]
[322, 323, 337, 327, 338, 331, 332, 321, 333]
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Table 26. Optimization in Smart Industry

Application

Algorithm

Single/
Parallel
problems

Objectives

Constraints

Location determina-
tion for sites

Routing for Logistics

ABC [342]

GA [343]

ABC [348]

ABC [349]

GA[347]

ACO [344]
PSO[345]

ABC [346]

ABC [351]

PSO [350]

Single

Parallel

Parallel

Single

Single

Single

Parallel

Minimize transportation
and hub establishment cost

Minimize distribution cost
and maximize profit

Minimize distance travelled,
CO2 emissions, number of
vehicles used

Minimize total transporta-
tion distance

Minimizing total cost

Minimize travelling time

Minimize fuel consumption
and travel time

Single allocation for each de-
mand node

A given number of hubs are
established

Covering radius constraint
Time reliability constraint

Load capacity meets needs
of customers

A delivery vehicle can only
be delivered when it receives
a task

Capacity constraints

Every customer visited only
once

Every vehicle visiting a loca-
tion must leave it too
Ensure route continuity
Demands of any route must
not exceed capacity

Edges satisfying time win-
dow constraint are allowed.

Each customer served only
once

Route should start and end
at the same depot

Served demand of each vehi-
cle does not exceed capacity
limit

Each customer served only
once

Dispatched  vehicles not
more than available

Vehicle routes don’t contain
disconnected routes
Customer demand shouldn’t
be larger than vehicle capac-

ity

Vehicle load constraint
Subtours not allowed
Speed, time and distance
Maximum number of vehi-
cles on a route

Each customer served by one
vehicle

Vehicle number max limit

Each customer serviced by
only one vehicle

Continuity in route

Vehicle load conservation
between nodes,

First in first out proper
when traveling time is com-
puted

Time taken for customers as
stated,

Maximum time for servicing
Vehicle capacity constraint
Depot is the first and final
destination of each vehicle
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Smart Industry

Location Determination of sites Routing for Logistics

Objectives: Minimize
transportation,
establishment and
distribution cost, Maximize
profit

Objectives: Minimize
distance travelled, CO2
emissions, number of
vehicles, time, fuel, cost

Constraints: Customer
served only once, route is
continuous, demand limits,

vehicle count limits,
vehicle load limits, speed,
time and distance limits,
time limits

Constraints: Number of
sites need to be met,
distance coverage for
locations, time limits,

capacity, demands need to
be met

loT Usage: Sensing units provide information relating to the loads to be
collected as well as traffic and other information

Figure 13. Optimization applications in Smart Industry.

4.7 Smart Infrastructure

Within the infrastructure domain, the most common optimization problem is the
area of health monitoring of structures. Structural Health Monitoring (SHM) is a
necessary application within the smart infrastructure domain as it makes for safe
usage of different structures of public use. These structures can be buildings as
well as transport structures such as bridges, tunnels. Structural health monitoring
typically involves the use of sensors attached to a structure at several points that can
gauge some type of physical variable (vibration, strain, acceleration, temperature,
tilt etc) from the structure. Data gathered from these connected sensors is then
used to determine if any structural damage has taken place or not. Within the
domain of SHM, optimization algorithms find application towards the Optimal Sensor
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Table 27. Data setup for Smart Industry

Data Type Papers

Self-collected / Presented/ Generated [342, 343, 347, 351]

Government Agency/ other research work  [348, 349, 344, 346, 351]

Dataset/ Standard Network Test instances in [352] used by [345] and [350]

Placement (OSP) Problem as illustrated in Figure 14. Figure 14 summarizes the
objectives used, constraint and the use of IoT.

Smart Infrastructure

Optimal Sensor Placement

Objectives: Minimize error,
redundancy
Maximize sensor coverage,
connectivity, relaibility

Constraints: Sensor placement
locations limitations, number of
sensors limited

loT usage: The placement of sensors
especially is performed using loT
where connected sensors povide the
data using which optimization is
performed

Figure 14. Optimization applications in Smart Infrastructure.

For the optimal sensor placement problem, the aim is to determine the best num-
ber and placement of sensors over a structure so as to reduce the number of sensors
used as well as improve the measurement process, both these aims result in increased
reliability of the SHM system as well as potentially lower the cost of the system
too. The authors in [353, 354, 355, 356, 357] work on the placement of sensors for
structural health monitoring focusing on improving the effectiveness of the deployed
system. In this regard, [353] and [356] use the genetic algorithm to solve a multi-
objective problem aiming to minimize the measurement error and cost. Yang et al.
in [355] formulate OSP as single objective minimization where they aim to reduce
the ratio of sensor placement performance to the redundancy of information resulting
from each tested placement. Another approach that works on the error is presented
by [354] who use the Particle Swarm Optimization to maximize the reconstruction
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Table 28. Optimization in Smart Infrastructure

Single/

Application Algorithm Parallel Objectives Constraints
problems

Sensor placement GA [353] Single Minimize measurement er-

ror and measurement cost
Maximize reconstruction
accuracy and robustness
of transfer relationship
. . between deformation dis- Sensor placements within
PSO [354] Single placement and surface strain  predefined range and angles
(formulated as a minimiza-
tion problem for negated
accuracy and robustness)
Minimize the ratio of sen-
GA [355] Single sor placement performance
to redundancy information
Minimize the MAE between
the system and the esti-
mated response (global er-
GA [356] Single ror) and minimize the maxi-
mum difference between the
system and its estimated re-
sponse (local error)
Maximize quality of cover-
age, lifetime, connectivity

Sensor placement is permit-
ted on chosen location

Sensor locations are from a
set of predefined locations

Constraint on the number
of cluster heads associated

DE [357] Single uniformity of sensor nodes . ’ o ;
and cluster heads and relia- Vilth edﬁh sensor node and
bility cluster head

. Minimize cross correlation of — Sensor placement is permit-

GA [358] Single the sensing network ted on chosen location

Table 29. Data types for Smart Infrastructure

Data Type Papers
Self-collected/ Presented/ Generated [353, 354, 355, 356, 358, 358, 359, 360]

accuracy and robust transfer relationship between the deformation and surface strain
with different sensor placements. It must be noted that the objective function is for-
mulated as minimization of negated accuracy and negated robustness measurement.
Optimized structural health monitoring for aircraft monitoring has been targeted
in [358]. In their setup consisting of vibration sensors, the authors optimize sensor
placement by minimizing the cross correlation of the vibration waves in the sensing
network. The most common constraint for sensor placement is restrictions on the
places where sensors can be placed. This information has been provided in Table 28
and the data setups are presented in 29.

4.8 Smart Transportation

One of the most popular optimization applications within smart cities are within the
smart transport domain. These include parking system routing, traffic signal control
and scheduling. A summary of the applications, their objectives, constraints and the
role of IoT is illustrated in Figure 15.
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Smart Transportation

Traffic Signal
Control

Traffic Routing

Parking System Road Traffic
Routing Routing
TR Objectives: Minimize Objectives: Minimize
Objectives: Minimize . ) -
. travel distance, traffic travel time, delay,
time delay . o
congestion emissions, traffic flow
Constraints: Traffic Constraints: Road

. . Constraints: Roadmap . .
olume constraint, traffic o connections are fixed,
to be followed is fixed,

flow constnjamt, duration oy - number gf routes are
of traffic light phases fixed

loT usage: For parking, loT nodes indicate to free parking spots from which data is
gathered and sent to the cloud. Connected vehicles are also another source of loT data
used for navigation purposes along with data from cellphones.

Figure 15. Optimization applications in Smart Transportation

Smart transport systems consist of sensors along roads and traffic intersections
to measure relevant parameters while also providing communication services between
vehicles and infrastructure. This allows for measurement of the current state of roads
in terms of traffic congestion and usage thereby allowing for the use of optimization
techniques to improve trip experiences for users and make the transportation system
more efficient. The authors in [361, 362, 363, 364, 365] work on the minimization
of time (wait and travel) in traffic signal control. The aim of such systems is to
reduce traffic build up on signal intersections. Of these, the work in [361, 362] and
[363] use the artificial bee colony and the genetic algorithm respectively for a single
objective function of minimizing delay time. An interesting approach for this problem
is presented by Li et al. [365] who use a multi objective formulation targeting the
minimization of the average travel time both overall and individually for all vehiclesl.
Another multi-objective approach in traffic signal control is presented by Chen and
Yuan [366] who form a mixed problem of minimizing vehicle emissions and travel
time together. Korkmaz [367] work on the estimation of delays in traffic signals using
a genetic algorithm, they use it to minimize the difference between the estimated
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and simulated values. Tang et al. [364] carry out distributed optimization in a
fog and cloud hierarchy. First, fog nodes optimize phase timings within a single
cycle and if the number of vehicles exceeds a threshold, the results are sent to the
central controller to further optimize over different cycles so that a traffic jam is
avoided or alleviated. Zhang et al. [368] attempt traffic signal optimization using
multi objective optimization functions of reducing time delay and increasing traffic
capacity. Constraints used for traffic signal control are timing constraints on the
phase durations, flow rate of vehicles and on the travel time.

Traffic routing is also another important aspect in smart transportation. This
typically involves the determination of the best route to the destination keeping in
view various criteria such as reduction of distance, time, cost etc. The problem
of traffic routing is addressed by the works of [369, 370, 371, 372, 373, 374, 375,
376, 377, 378, 379]. The authors in [369] and [370] use the ant colony optimization
and genetic algorithm to minimize the travel distance in parking system routing.
They aim to minimize distance traveled by a driver looking to find a free parking
spot, using the algorithm, an optimized route is determined for the parking spot.
In, [371, 373] and [372] the ant colony optimization algorithm is used to determine
the best route in a generic traffic scenario where cars can communicate with road
side units in a VANET architecture. Routing for public transport is performed by
[380] and [375] in a connected vehicle scenario aiming to minimize travel time. An
economic objective approach to traffic routing is taken by the authors of [376, 378]
and [379] who minimize the total cost of the trip. Mao [379] also include traffic
congestion and travel time as well in their computation. Hassoune et al. [381] work
on a parking guidance using the ant colony optimization algorithm to reduce traffic
congestion and minimize distance. Constraints for traffic routing are related to the
road network allowing travel in specific directions, signaling and travel time. Within
smart transportation, [oT nodes are used to determine occupied parking spaces and
this data is used for routing applications in parking. Traffic routing is based on vehicle
to vehicle and vehicle to infrastructure communication provided by VANETSs within
the IoT framework. These systems enable cars to exchange data with each other and
also with fixed infrastructure on the roads. This discussion is also presented in Table
30 and the data setups for the covered work are presented in Table 31.

5 Conclusion

This chapter provides coverage of the application of five popular computational algo-
rithms in the [oT enabled Smart City. It provides a mapping of the various applica-
tions to the specific smart city domain as well as highlights the different formulations
of the objective function used to solve the considered problem. This coverage is pro-
vided in terms of the number of objectives as well as whether the problem was solved
as a single objective, in a hierarchical manner or otherwise. It also highlights the con-
straints used by the researchers in solving the problem which is an important aspect
as constraints are governed by the application at hand. An overview of the mapping
of various smart city optimization applications derived from this work is provided in
Figure 16.
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Table 30. Optimization in Smart Transportation

Single/
Application Algorithm Parallel Objectives Constraints
problems
T . . P . Interval of feasible green
raffic signal control ~ ABC [380] Single Minimize travel time time 1
ime length values
ABC [374] Iptcrval of feasible offset
time length values
Constraints on  cycle
lengths
ABC Single Minimize time dela; Onl active stz
(361, 362] g y nly one active stage
GA [363, 364] Flow dynamic constraint
Minimize time delay and
GA [365] Parallel also achieve traffic network Link volume constraint
equilibrium
Constraints on duration
of green/red phases
Offset phase duration
Minimize average travel
time.
Relationship between
route and link flows
need to be maintained
as defined
Minimize vehicle emissions Sum of green fime of
GA [366] Single ) ; . .~ each phase is equal to to-
and travel time for vehicles X .
tal available green time
Green time is set by a
lower bound
Mil.lin.lizc delay, al.ld .CXhaUSt Cycle length of signals
emission and maximize traf- .
GA [368] Parallel f : has minimum and max-
¢ capacity (formulated as . o
Lo imum limits
minimization problem)
. Minimize distance with . .
Trafﬁ§ Routing ACO [369] Parallel bend straightening and turn Bend straug_;htemng and
(Parking System) . turn reduction
reduction
Reduce traffic flow and
ACO [381] Parallel shortest distance towards
parking
GA [370] Single Minimize distance Sp??lﬁc prefixed routes
possible for free parking
Traffic Routing ACO Singl Minimize distance, minimize Foll. ad
(Road Traffic) (371, 373] mele congestion otlow roadmap
ACO [372] Single Maximize flow
Constraint on relation-
ship between green time
ACO [375] Single Minimize travel time lengths cycle length, off-
set on the network calcu-
lation
. Interval of feasible green
GA [377] time length values
Interval of feasible offset
time length values
Specific road segments
Connected  constraints
on the values of time
taken for vehicles
DE [376] Single Minimize‘travelling cost and Each bus has one em-
rental cost ployee
Employees can be as-
signed when stop is avail-
able
Bus stop assigned when
bus is in use
Constraint on distance of
bus stop from employee
home and more
. R Road network connec-
DE [378] Single Minimize total cost t followed
ions followe
Solutions contains cor-
rect number of routes
Minimize  transit time, Variable value  con-
ACO [379] Single travel distance, road con- straints

gestion and traffic expenses

74



Table 31. Data types for Smart Transportation

Data Type Papers

Self-collected / Presented/ Generated [374, 362, 361, 363, 364, 365, 366, 368, 369, 381, 370, 371, 373, 372, 380, 377)
GovernmentAgency/ other research work  [361, 365, 366, 370, 374, 375, 377, 376, 378, 363]

Optimization in Smart Cities

Irrigation Water |
Scheduling
S.mart Smart Homes Home Energy
Irrigation Water Agriculture Management
Allocation | |
Energy
Optimization and|__|
Water Control
Waste Routing and
Management Smart. City Smart Industry LocaFlon'
Route Services Determination
Optimization for Logistics
Power
Management
Smart Grid Smart Optimal Sensor
Infrastructure Placement
Planning
Emergency Traffic Signal
Ve Control
Allocation and
Relocation Smart Health Smart Transport
Emergency . .
Traffic Routin
Vehicle Routing g

Figure 16. Optimization applications

in IoT based Smart Cities.




CHAPTER V

CASE STUDY - SMART HEALTH

1 Introduction

As discussed earlier, IoT finds usage in many different Smart City domains, both for
use in classification/regression tasks as well as for optimization applications. One
of the most important applications of IoT within Smart Cities is within the Smart
Health domain wherein IoT devices enable the monitoring of patients for different
diseases such as heart disease etc. While there are a multitude of IoT within Smart
Health, in order to develop algorithms on IoT sensor data, the case of ambient assisted
living was chosen, in particular, this work considers the case of fall detection.

2 IoT for Fall Detection

The United Nations estimates that the number of old people (aged 60 and above) will
be 2.1 billion by 2050 and 3.1 billion by 2100 [382] leading to an increased old age
population. With people above 65 years suffering the greatest number of fatal falls
among adults aged 60 and over [383] healthcare costs related to fall related injuries
run in to billions of dollars. These falls can result in injuries of moderate to severe
nature in the people experiencing the falls and may lead to decreased mobility [384],
especially for the elderly [385]. Furthermore, following the initial fall, the likelihood
of experiencing additional falls increases [386] and can lead to mental stress in the
form of post-fall syndrome [387].

The Internet of Things has spearheaded the development of cyber-physical systems
that facilitate the recognition of activities/events being performed by people in their
daily life. One aspect of this application scenario is fall detection. Falls can occur
due to a variety of reasons [388] and Fall Detection Systems (FDS) are used for
people with different of health related ailments such as in Parkinsons disease [389],
epilepsy [390], arthritis, people suffering from cardiovascular diseases and various
neuro-degenerative diseases [391]. In any scenario, it is pertinent that when a person
undergoes a fall, they be provided care as quickly as possible. Providing timely care
after a fall may improve post-fall life quality of a patient. Fall detection Systems can
play a vital role in contributing to the provision of timely care [389, 392] by alerting
healthcare professionals. As noted by [393] fall detection systems are necessary for
old people with cognitive impairments who may not be able to get up after a fall for
long durations of time which may result in pressure sores and other complications
and due to vulnerability to injuries when experiencing a fall, it may sometimes result
in death [394].
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A fall is an unintended and sudden change of posture resulting in one resting on
the ground or some other lower level elevation. The aim of a FDS is to monitor the
movement of a person and determine when a fall has taken place with the aim to
alert healthcare personnel or other caregivers. Over the years different methodologies
have been suggested to address this problem, however, before discussing the different
methods utilize for fall detection purposes, it is important to mention what researchers
enumerate to be the traits of a ’good’” FDS [395].

2.1 Challenges/Requirements of a FDS

The following are the typical typical traits/requirements of a good fall detection
system.

2.1.1 Non-intrusiveness

An important requirement in fall detection systems is to be non-intrusive. Any FDS
should not be an impediment in the execution of daily activities of a person as it may
restrict movement or inconvenience their lifestyle.

2.1.2 Low Latency

An FDS needs to be able to detect a fall with low latency. Latency refers to the time
duration between the occurring of a fall and its detection. FDS need to detect falls
as quickly as possible to ensure that caregivers can be notified right away so that apt
care is provided to the person. Low latency depends on not only the algorithm being
used to detect falls but also parameters like network speed and reliability. Sensor data
transmission to the main system might also be included in this calculation depending
on the FDS proposed.

2.1.3 Low power consumption

Power consumption is an important issue in FDS, especially for ones which are battery
powered. Many FDS are expected to be used by elderly people who might not be
as regular in charging the FDS, therefore FDS should consume as little power as
possible.

2.1.4 Allow mobility

A FDS should not hamper mobility as it might be preventive in adoption of a FDS
too. FDS which require people to remain infront of a camera at a certain viewpoint
etc can be difficult to deploy and use.

2.1.5 Differentiate between Falls and Activities

A FDS should have low false positives and false negatives. In other words it should
be able to confidently detect falls and be able to differentiate them from activities of
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daily living such as walking, sitting, jumping, running etc. Any false alarms will result
in wastage of valuable healthcare resources, on the contrary, any false negatives might
cause the patient/person having undergone the fall to not get appropriate medical
care in time and lead to potential death or trauma.

2.1.6 Notify caregivers

A complete fall detection solution should have some mechanism of informing care-
givers whenever a fall is detected. Typically this is carried out in terms of email,
notifications via some system or messages. Moreover, this process should be quick so
as to ensure the dispatch of any needed help as quickly as possible.

2.1.7 Track history

A complete fall detection solution should be able to provide the history about a
patient in terms of falls that a person may have suffered from as this will help monitor
the patients health and determine likelihood to suffer from falls in the future. FDS
may sometimes also look at other biological parameters during falls so as to help
investigate the causes of falls using the conditions prevalent at that time. Biological
parameters that could be measured include heart rate, perhaps an ECG or others as
deemed necessary based on a patients history.

2.2 Types of Fall Detection Systems

Fall detection systems can be categorized in to three types based on the sensing
mechanisms used and their placement. These are Ambient Sensor based systems,
Visual based systems and Wearable Sensor based systems.

2.2.1 Ambient Sensor based systems

Ambient sensor based systems are also sometimes referred to as environmental sensor
based systems since these types of FDS rely on the use of a number of wirelessly
connected ambient sensors placed in a given area for the detection of falls. These
FDS make use of various sensors including Passive InfraRed (PIR) Sensors [396],
Acoustic sensors such as microphones, thermal sensors as well as sensors measuring
Wi-Fi signal strength etc. For e.g., the authors in [397] develop a fall detection system
based on two PIR sensors and a vibration sensor to detect vibrations on the floor
when a person falls down. Using the PIR sensor to detect a persons motion. feature
extraction is performed on vibration measurements and an SVM classifier is used to
determine whether a fall has taken place or not. Another approach presented in [398]
utilize sounds in a home to determine falls in the elderly. They do this by extracting
features in sound signals and like [397] use a Support Vector Machine classifier to
determine falls. The authors in [399] make use of Wi-Fi channel state information
for fall detection. They achieve this by feature extraction in the frequency domain
followed by an SVM classifier.
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Ambient fall detection systems offer the advantage of not requiring people to wear
anything on their bodies and are thus nonrestrictive in that sense. However, such
systems are prone to suffer high false positives due to the large number of external
factors such as other heat emitting devices, multiple people moving around at the
same time etc. Another issue that comes with ambient fall detection systems is that
deployment could be cumbersome to cover a large space, therefore they are typically
deployable in small places such as a home or a small building but are very difficult
to use outdoors due to the nature of the setting as well as the possible sources of
external interference.

2.2.2 Vision based systems

Vision based systems rely on the processing of video frames or other visual infor-
mation such as depth and thermal images or their combination [400] to detect falls.
Typically, the recorded data is sent to a server or central computer which provides
processing capabilities. Moreover, recently, with the use of deep learning algorithms,
such systems have found to provide improved performance. For e.g. [401] use Convo-
lution Neural Networks on velocity information in video frames. Another approach
that uses CNNs is given in [402] who model human motion from video frames using
CNNs and then use a logistic regression classifier to determine falls. Other approaches
with CNNs include the works in [403] and [404], both of which achieve very high de-
tection accuracy. Another DL network which has been useful in fall detection systems
based on cameras is Long Short Term Machine, a recent example of that is the use of
a CNN + LSTM combination on 360 degree video recordings of an indoor facility to
determine falls. The LSTM allows for capturing the changing characteristics between
video frames to provide fall recognition.

Eventhough vision based FDS have been able to provide improved fall detection
performance recently, like ambient sensor based systems, these systems suffer from
some drawbacks. They are affected negatively in terms of performance and deploya-
bility from external factors such as occlusion, restricted mobility of the people being
monitored, typically usable in environments over a small area, have high computa-
tional costs and are expensive. One other issue with vision based systems is privacy,
vision systems which use normal cameras pose risk of violation to the privacy of peo-
ple being captured on video. The question of privacy can be circumvented by the
use of depth cameras for e.g. a kinect [405, 406] or using heatmaps using infrared
cameras/sensors [407].

2.2.3 Wearable Sensor based systems

Wearable fall detection systems involve the use of a device attached to the subject.
The wearable device monitors user activity by means of sensors and can determine
when a fall has occurred. Information about the fall is then conveyed to a doctor or
other medical professionals. Various types of sensors can be used in these systems
including inertial measurement sensors such as accelerometers, gyroscopes, magne-
tometers [408] or health sensors such as ECGs, oxygen level and pulse rate sensors
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as well. The devices that contain these sensors can be worn on the hand, wrist, arm,
chest, waist, legs, thigh or even put inside shoes and are usually battery powered.
Wearable fall detection systems have the advantage that they do not restrict move-
ment of the person using them and consume less power than the other two approaches,
however, a disadvantage to this is the need to 'carry’ the device all the time. Another
disadvantage is the need to charge the device regularly which might be difficult to do
for older people, a way this has been addressed in some approaches is to make use of
energy harvesting [409].

2.3 Types of Wearable FDS

There are two types of wearable systems in use for fall detection purposes.

2.3.1 Threshold based systems

The first of type of wearable FDS are threshold-based fall detection systems where
authors have used various thresholding techniques on sensor values measuring motion,
particularly the accelerometer. The major advantage of threshold based fall detection
systems is their relative low computational cost and use of sensor fusion techniques
to improve fall detection accuracy , however, the big disadvantage of such systems is
that threshold based systems do not generalize well across subjects since people may
have different gaits, this is especially true for people of different ages. As a result,
threshold based FDS may suffer from having many false positives as well as false
negatives since the FDS needs to differentiate between activities of daily living and
falls, which many times may appear to be fairly similar to each other in terms of
sensor readings.

2.3.2 Machine/Deep Learning based systems

Since threshold-based systems are rigid in terms of their usage, ML/DL methods
provide a flexible method for fall detection. ML/DL algorithms can learn complex
patterns from sensor data which indicate to a fall while monitoring a persons activities
and therefore are useful in fall detection systems. As opposed to threshold based
systems, their generalizing capability allows them to be used across subjects. A
typical ML framework for fall detection will involve data acquisition, prepossessing,
feature extraction and then usage of a suitable ML algorithm to make the inference
for a fall or no fall. A deep learning framework based FDS might have a similar
methodology, but depending on the DL algorithm used, feature extraction might be
omitted.

2.4 Sensors used in Wearable FDS

As mentioned before, the sensors used in wearable FDS are accelerometers, gyroscope,
magnetometer, ECG, Pulse Rate and oxygen saturation levels. In this section, we will
discuss briefly the role of these sensors in wearable FDS and parameters of interest
when using them in FDS.
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2.4.1 Accelerometers

Accelerometers, together with gyroscopes are the most widely used sensors in wear-
able FDS. One reason for this is that both these sensors are typically present in
smartphones, which have been used to either collect data for and/or deploy fall de-
tection systems. An accelerometer provides a measure of absolute acceleration and
are used to detect vibrations, force in a variety of applications involving monitoring
of machines, planes, civil architectures and more. In an FDS, an accelerometer is
able to capture the movement patterns of individuals which can be used to determine
falls.

2.4.2 Gryroscope

Gyroscopes are used to measure tilt/orientation. Gyroscopes find applications in
various areas where orientation measurement is required, for e.g. in airplanes and
submarines where they are used in stabilization systems, smartphones and game re-
motes for interactive gameplay, among other things. Since orientation is an important
characteristic of a fall, gyroscopes are one of the most widely used sensors in FDS
along with acceleratorometers.

2.4.3 Magnetometer

A magnetometer is a device that measures the direction and strength of magnetism
relative to the earths magnetic north. In addition to other applications, magnetome-
ters are used in aircrafts for direction referencing. These sensors are not very popular
in FDS but have been proposed in some approaches [410, 411] to be used for fall
detection in addition to accelerometers and/or gyroscopes.

2.4.4 Various Medical Sensors

Wearable fall detection systems may also incorporate different types of medical sen-
sors such as ElectroCardioGraphs, ElectroMyoGraphs, Pulse Rate or Oxygen Level
measurement in the FDS solution. Even though there have been some approaches
which have used medical sensors exclusively for fall detection (such as EMG[412]),
however, like magnetometers, these sensors are usually used along with accelerome-
ters and /or gyroscopes. Adding these sensors to fall detection systems has the added
advantage of assessing falls from a health standpoint too as this information can be
used to determine risk of falls [413].

2.5 Design considerations for Wearable FDS

Wearable fall detection systems utilize sensor measurements to ascertain the occur-
rence of a fall. Since wearable FDS units are always attached to a persons body, they
continuously provide measurements of a persons movements and activities. In order
to use these measurements in a FDS, there are some design considerations involved.
We discuss them in this section.
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2.5.1 Sampling frequency

The sampling frequency dictates the number of sensor measurements recorded per
second. The sampling frequency used in an FDS should be high enough to capture
fall motion but not too high so as to increase data processing, storage requirements
as well as allow for energy efficient operation. In fact, depending on the position
of the sensors, significant reductions can be made in the sampling frequency used
for sensors with little or no change in performance as demonstrated by [414]. Such
reductions could result in low power consumption by the wearable module thereby
enabling longevity of operation.

2.5.2 Windowing

Since wearable fall detection systems provide a continuous stream of sensor data, the
data needs to be windowed for fall detection to be performed. Windowing refers to the
extraction of a subset of the sensor data stream in a sliding manner or otherwise and
is typically specified in terms of time duration for its size. It is typical for wearable
FDS designers to test different window sizes for their fall detection algorithms. The
size of the window used would dictate memory and computational requirements of
the unit used for deploying the FDS system. Another important factor in windowing
sensor signals is whether overlapping is used during the windowing process or not.
This might be important to allow for smooth transitions between different windows.

2.5.3 Feature Extraction

Feature extraction is the process of determining quantities from data which charac-
terizes it for a desired task appropriately. Feature extraction not only aims to capture
important aspects of the data being worked on but also to present its content in a
reduced size, thereby, making use of the data easier. Feature extraction is a typ-
ical step of the a signal processing and machine learning workflow and follows the
windowing step. There are different types of features which have been computed
for fall detection applications, common feature computations include the determina-
tion of time domain features, frequency domain features, statistical features etc. or
some combination from sensor data in FDS. Feature extraction is followed by either a
thresholding algorithm to sensor values or a machine/deep learning model. For deep
learning, there have been some end to end deep learning approaches which skip the
step of manual feature extraction. In such approaches, deep learning networks such
as CNN may be used to extract features followed by other networks such as LSTM
to determine falls, an example is proposed in [415].

2.6 Literature Review

As discussed previously, wearable fall detection systems present several advantages
when used for fall detection purposes such as non-intrusiveness, ease of mobility, small
size of deployment, low cost and that many implementations are typically standalone
systems. This added with the fact that sensors and other components which are used
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in such systems have been becoming cheaper and cheaper to produce has resulted in
a lot of interest in the development of wearable FDS by researchers and technologists
alike. Therefore, wearable FDS methodologies have gained considerable interest in
fall detection research. We discuss some of the popular methodologies proposed in
this regard.

The authors in Mrozek et al. [416] present a complete design of a wearable fall
detection system for an Internet of Things scenario. They conduct two experiments
with their system, in one experiment, data is collected from a gyroscope and an
accelerometer and sent to the cloud for fall detection (as a web service) while in
the second experiment, fall detection is performed on the edge node (smart phone).
Through their experiments they conclude that performing fall detection on the edge
node results in less network traffic and storage requirements for the cloud. Algo-
rithmically speaking, they extract 3 second overlapping windows from measurements
of both sensors, perform feature extraction and pass it on to a boosted decision tree
classifier for determining whether a fall has taken place or not. Moreover, the boosted
decision tree classifier was trained using the SisFall [417] dataset. Another IoT based
system is proposed by Marquez et al. [418] who develop a fall detection system for
[oT on the edge. They first gather data from an accelerometer and a gyroscope placed
on the waist of multiple subjects and train a support vector machine classifier on a
combination of raw sensor values and its standard deviation. They are able to deploy
their system successfully and achieve satisfactory results. Moreover, feature selection
is also performed before the classification stage. A fog based fall detection model has
been proposed by Sarabia-J’acome et al. [419] who utilize a Long Short Term Memory
Recurrent Neural Network in their method. Edge nodes collect Inertial Measurement
Unit (IMU) measurements and relay them to a fog node which processes the data to
determine if a fall has taken place or not. One motivation for them to develop RNN
models over a Convolutional Neural Network one is the requirement of less param-
eters and thus less computational requirements. Their final model consists of a 1D
CNN layer followed by two LSTM layers and a fully connected layer for classification
and is trained using raw data (window of 15s) from the SisFall dataset.

Zurbuchen et al. in [420] provide a comparison of various machine learning al-
gorithms for fall detection while using data from the SisFall dataset. They perform
experiments using Decision Trees, Random Forest Classifier, Gradient Boosting tree,
K-Nearest Neighbor and Support Vector Machines. Segments of 10 seconds are ex-
tracted from the trials in the SisFall dataset and various time and frequency domain
features are computed for those segments. These are then passed on to the classifiers.
Through their experiments, they find that Random Forest and Gradient Boosting
trees perform the best among the considered methods. Another comparison of var-
ious ML algorithms is provided by Chelli and Pétzold in [421] who compare the
performance of a number of machine learning algorithms on two datasets, the Cogent
Labs dataset [422] and the one provided in [423]. The algorithms they consider are
an artificial neural network, K-NN, an ensemble bagged tree (EBT) and Quadratic
Support Vector Machine (QSVM). They compute several time and frequency domain
features from accelerometer and gyroscope signals and pass them on to the classi-
fiers. Their best performing classifiers were QSVM and EBT. Kerdjidj et al. in [424]
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use compressive sensing to explore the use of different modalities for fall detection
purposes. The performance of accelerometer only and an accelerometer - gyroscope
sensor combination in a fall detection scenario is compared. A Shimmer device [425]
is used to capture data from 17 volunteers asked to perform activities of daily living
as well as fall like movements. They first extract segments of length 2.56 seconds
from their recordings before performing feature extraction and passing it on to four
different machine learning classifiers, K-Nearest Neighbor, Support Vector Machines,
Decision Trees and an Ensemble Classifier (EC). They conduct two such experiments,
one with compressive sensing and the other without. Their results indicate that the
EC classifier and SVM perform the best with the help of compressive sensing included
in the pipeline. A ’transfer learning’ approach towards fall detection is provided by
Fanez et al. in [426] and they test it on the UMAFall [427] dataset and the FallOVI
dataset (created by them). Using a finite state machine which captures windows
of accelerometer measurements based on peak values, the authors convert the win-
dowed segments into string representations using symbolic aggregate approximation
(SAX) [428]. During training each user performs normal ADLs and falls for a short
period of time. Peak values are determined from sensor measurements and used to
create bag of words using SAX. After this, normal operation of the system starts
and information retrieval (term frequency - inverse term frequency) values are used
to determine what label to give to new SAX words derived from sensor values. If a
determined word is not similar (using Manhattan distance) to any word in the bag of
words (K-NN clustering is used to group similar words), a fall event is suggested to
have occurred. 'Transfer learning’ involves the use of clusters formed by other users
(performing activities only) as the starting point of the training. Their experiment
compared an SVM classifier with their information retrieval based scheme. They are
able to detect falls all the time with the UMAfall dataset but have a high number
of false positives for the FallOVI dataset. An noticeable aspect of this approach is
the use of clustering and ’feature extraction’ as strings. In Giuffrida et al. [429]
the authors use data from the SisFall dataset and an SVM classifier to differentiate
between falls and no-fall samples. They extract slices (of 1 second) from the SisFall
trials and label each slice as containing a fall or not. A number of features were then
computed for each slice before feature selection was performed and an SVM classifier
was trained to determine the output class.

Deep Learning methods have also been widely used for fall detection purposes.
Casilari et al. in [430] explore the contribution of the gyroscope sensor for use in
combined accelerometer-gyroscope based fall detection systems. To do this, they
make use of measurements from the SisFall dataset, extract observation windows of
5 seconds around peaks of accelerometer sensor signal values over a trace and pass
them on to a Convolutional Neural Network with four convolutional layers, three
max pooling layers followed by one fully connected layer for classification. Training is
performed in two different sets of experiments, one including gyroscope data and the
other without it. They note that the results they get while using only accelerometer
signal measurements are better than that when using data from both sensors. A
CNN is used for fall detection purposes by Santos et al. in [431] from accelerometer
measurements. Their network consists of six convolutional layers, two max pooling
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layers in between followed by a fully connected layer for classification. They use
data from the URFD dataset [432] and the Smart Watch and Notch datset [433] in
their experiments. They note that their model performs best when they use data
augmentation for both the datasets. However, this was achieved by two different
variants of the same model. This highlights the point of a single model not necessarily
performing well on all datasets. Another interesting aspect of their work is the use of
the Mathews Correlation Coefficient to evaluate performance of their algorithms. A
modified AlexNet [434] has been used in [435] by Alarifi et. al. They collect tri-axial
data from inertial measurement sensors consisting of accelerometer, gyroscope and
magnetometer at six different positions on a subjects body. A total of 16 activities of
daily living and 20 falls were recorded by them. Feature extraction is then performed
in terms of various statistical measurements as well as frequency analysis. This is
followed by principal component analysis and then passed on to the classification
stage consisting of an optimized AlexNet ConvNet. Waheed et. al. in [436] develop
a FDS using a Bi-Directional Long Short-Term Memory (Bi-LSTM) network. They
consider the binary case of fall and no fall and perform experiments using the SisFall
dataset as well as the UP-Fall dataset [437]. Their network consists of eight layers
in total. Two Bi-LSTM layers and two fully connected layers with dropouts being
used for regularization. Training is performed with creating missing values in the
data to introduce noise tolerancy. Casiliri et al. in [438] provide a performance
comparison for a CNN network on multiple public fall detection datasets. The aim
of their work is to test the cross-application of a similar CNN network trained on
different datasets. They set their experiments up by training a four layer CNN on
each dataset separately for fall detection on 14 datasets (using similar positions of
sensor placement) on windows of 5 seconds for accelerometer signals. Their results
indicate a very good performance of the network for the SisFall dataset, however, it
doesn’t perform very well for most of the other datasets, in some cases, performing
less than random chance, which is quite surprising. Their experiments do however,
highlight an issue with the well accepted notion that an algorithm developed on some
benchmark dataset will necessarily work similarly well with other datasets. The
authors suggest that the erratic performance of their method could be due to the
difference in the nature of the data in terms of sampling frequency used, range of
the sensor and the varying type of movements. Another cross-dataset approach for
fall detection has been proposed in [439] where the authors use a combination of a
CNN and Long Short Term Memory network to extract features followed by a K-
Nearest Neighbor classifer to detect falls as well as identify the subjects within four
fall datasets, DFNAPAS [440], SisFall, UniMiB-SHAR [441] and ASLH [442]. The
network is trained using the DFNAPAS dataset, before training the network however,
data augmentation is carried out for the fall class. Their best results are achieved
for a value of K = 3 and they achieve good results for all experiments. They observe
that using a deep learning architecture for feature extraction purposes along with a
machine learning classifier performs better than a using a fully connected layer at the
classification stage.

Post fall intelligence is an important research area in the field of fall detection
as it can be useful in determining various post fall injuries [443] and serve as an
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intelligence parameter [444] for doctors. Jung et al. in [445] also target detection
of pre-impact falls for wearable airbag deployment. Their method involves the ap-
plication of a threshold on determined features from accelerometer and gyroscope
measurement measurements. The thresholds are then applied to a dataset collected
by them and also on the SisFall dataset. The threshold is determined by performing
a grid search on the extracted features from their dataset to maximize specificity and
sensitivity. They do note that some activties like sitting down quickly on a chair or a
mattress triggered false positives. Moreover, when applied to SisFall, their methods
performance is not as high as achieved by methods based on ML/DL. Koo et. al.
[446] present experiments for post fall detection from a combination of self collected
data and the SisFall dataset. They conduct tests using sliding windows as well as dis-
crete windows from these signals and compute statistical features from them. After
feature extraction, two different classifiers, the artificial neural network and support
vector machine are tested with the computed features as well as raw sensor values.
They find that both ANN and SVM are suitable for use in post fall detection sce-
narios. Another approach looking at the different phases of a fall has been presented
in [447] where Hsieh et. al. use accelerometer sensor data to differentiate between
five phases of a fall, pre-fall, free-fall, impact, resting and recovery and the initial
and end static phases. To do this, they compute various time domain and statistical
features and test five classifiers, SVM, K-Nearest Neighbors, Naive Bayes, Decision
Trees and Adaptive Boosting (AdaBoost). For their experimental setup, the best
results were achieved using the K-NN classifier. In Musci et al. [448], the authors
propose a RNN based method to differentiate between falls, pre-impact falls (state
where a person is in a dangerous state of transition which may result in a falls) and
normal activities. Their motivation for including preimpact falls is to enable timely
deployment of a fall protection system. First, they label data from the SisFall dataset
to form three classes. They then extract windows of duration 1.28 seconds with an
overlap of 50% from the sensor signals and pass them on to their network which
consists of two fully connected layers and two-layer LSTM layers. Moreover, due to
an imbalanced training set, they define a new balancing loss function. Their method
results in fall detection good results for the three classes considered. A CNN-LSTM
approach has been proposed in [449] by Yu et al. for detection of pre-impact fall and
falls in the SisFall dataset. They provide a comparison of standalone CNN, LSTM
and a combined CNN-LSTM architecture for this task and also implement them on
a Jetson Nano. They define a pre-impact fall as the time interval where a subject
transitions from a controlled state to a state which may lead to a fall. First, they
label data in the SisFall dataset as described in [448] to form a three class problem.
They achieved their best results for their CNN+LSTM model having four CNN layers
followed by two LSTM layers and a fully connected layer for classification. Their ap-
proach highlights the combined capability of CNN-LSTM for feature extraction. An
aspect of fall intelligence is direction, in [450] Lee et al. use the velocity vector from
the acceleration sensor in a smartphone for fall detection with direction and then
later on in [451], they use the standard deviation of the accemerometer and gyro-
scope sensor measurements from a smart phone to determine falls and fall direction.
They perform a small experiment and are able to differentiate between left, right,
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front and backward falls. More work on fall detection with direction was performed
by the authors in [452] who use an accelerometer and gyroscope combination along
with a kalman filter for tilt estimation. Fall detection is then performed using an
SVM classifier. Falls with direction detection has been attempted in [453, 454] by
the same authors. They collect accelerometer data from various subjects and extract
three features from the recordings for each axis, the mean, standard deviation and
principal components (using Principal Component Analysis). These are then passed
on to a SVM classifier to differentiate between a forward, backward, left and right
fall and ADLs.

While direction aware fall detection is an important determination in terms of post
fall intelligence, fall detection with severity is necessary since it could help provide
indications to falls with immediate recovery or otherwise, as falls without immediate
recovery would be more detrimental to health than a fall with immediate recovery as
has been suggested in [455]. In [456] the authors attempt to classify between different
falls (direction: forward, backward, right, left and intensity: hard, soft [fall on knees
first, then on floor|) and five different ADLs using accelerometer data. They collected
data for their experiments using a triaxial accelerometer mounted on the chest. Fea-
ture extraction consists of first concatenating acceleration values in each axis and
then using a Debauchies-2 level-3 wavelet which are then sent to the classification
stage. In the classification stage five different classifiers, an ANN, a Radial Basis
Function (RBF) Network, Probabilistic Principal Component Analysis (PPCA) and
Linear Discriminant Analysis (LDA) are used through a voting machine to determine
falls. A voting machine (VM) involves multiple classifiers giving a vote towards any of
the multiple classes and the sum of the vote is compared against a vote threshold to
determine the event that has taken place. In their work, the authors train individual
VMs for all the activity and fall types in their dataset by structuring them all in par-
allel and adding a comparator function at the end of the pipeline. Moreover, a K-NN
multiclass classifier also feeds in to the comparator and is trained while training of
the other classifier, it is provided the true value of the activity being input to the
classification stage. The authors show that their dataset works very well. A valuable
insight about their work is the ensembling mechanism the authors have employed to
determine fall directions. In [457], Hussain et al. propose a fall detection system that
can first determine falls and then the type of fall using data from the SisFall dataset.
They accomplish this in a hierarchical setup where their system first considers fall
detection as a binary problem, whether a fall has taken place or not, and if a fall
has been detected, it classifies between the various falls in the dataset. Their system
is designed to work with 10 second non-overlapping windows of accelerometer and
gyroscope signals. Data from each record is first low pass filtered before two different
types of feature sets, consisting of various time domain and statistical features, are
computed on the data. This is then followed by the machine learning stage where
three different classifiers are tested, K-NN, SVM and RFC. In the fall detection stage,
statistical features are computed from ADL and fall signals and sent to the three clas-
sifiers for the preliminary binary classification. After a fall has been determined to
have happened, numerous other statistical and time domain features are then com-
puted on the data before being sent to the next stage to determine the type of fall
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activity taking place. In their experiments, the authors find that K-NN is most effec-
tive in differentiating between falls and ADLs where as RFC performs the best when
the different fall activities need to be determined. This work highlights the usefulness
of a hierarchical approach towards non-binary fall detection. One proposed method
to perform combined activity recognition and fall detection has been presented in
[458]. In this, Li et. al. use multi-modal sensor fusion and a Bi-LSTM classification
network to differentiate between five activities of daily living and a fall. The sensors
they use are an inertial sensor placed on the wrist, waist and ankle as well as a radar
sensor. After pre-processing both the inertial measurement and radar signals, various
statistical and moment computations were performed to be used as features. These
were passed on to the multilayer Bi-LSTM network after feature selection to deter-
mine the output class. One thing to note is that both both [458] and [421] consider
fall as a single category rather than considering falls as a detailed problem (direction
and/or severity) in itself. More recent work by We et al. [459] also considers ac-
tivity recognition and fall detection together. They use inertial measurement sensor
data from two datasets, the MobiAct dataset [460] and the SmartFall dataset [433].
The MobiAct dataset contains data from four falls and nine activities of daily living
whereas the SmartFall dataset has non-fall and fall recordings. In their experimenta-
tion, they compare the performance of different machine learning models and several
deep learning models, including a CNN, LSTM, CNN-LSTM combination and Gated
Recurrent Units. The machine learning models are trained by computing time and
frequency domain features whereas the deep learning models are trained using raw
sensor data. They find that the GRU designed by them consisting of two GRU units
followed by a softmax classification layer is the best performing model. Another deep
learning approach utilizing sequential modeling for a fall detection system that also
considers ADLs has been presented by Sengiil et al. [461]. They collect their own
data for two types of falls and four activities of daily living. After data augmentation
on the minority classes, they use a Bi-LSTM for classification. Le et al. [462] propose
a non-binary fall detection scheme utilizing a collection of time, frequency frequency
domain features in addition to the three Hjorth parameters of activity, mobility and
complexity. They use data from two datasets, the MobiAct dataset and the UP-Fall
dataset. They are able to achieve good results on both datasets using all three feature
types with a random forest classifier.

The use of attention based models has also been finding increasing usage in fall
detection research. Yhdego [463] use an attention model to perform binary fall de-
tection. The fall dataset is collected by them and after windowing, the authors use
time2vec positional encoding on the data. Their network consists of three attention
blocks each consisting of multiheaded self attention followed by normalization and a
fully connected network. After the attention blocks follow two fully connected layers.
They find that their network incorporating attention performs well in differentiating
between fall and non-fall samples. Another interesting approach using attention is
presented by Liu et al. [464]. Inorder to apply attention on both temporal (step wise)
and spatial (channel wise) aspects of the signals, a gated scheme is suggested. A fully
connected layer is used to determine the embeddings before positional information is
added to the data. Positional encoding is only used for stepwise attention as channel
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wise positions are not useful. Self attention is performed in the step-wise part of the
network and is carried out for the individual channels in a pairwise fashion across all
time steps while the channel wise attention is performed across the different channels
across all time-steps. The outputs of these two units are combined through a fully
connected network which weighs them before concatenation and classification.

2.7 Fall detection Datasets

There are several datasets published for use in algorithm development for fall detec-
tion as has been noted in [438]. Of these, for this case study, we choose two datasets,
these are the SisFall and the K-Fall dataset. The SisFall [417] dataset is chosen as
it contains recordings of elderly people which are most at risk from injury due to
falls and therefore should provide a good representation of activities of the elderly. It
should be noted that its one of the most used dataset for fall detection purposes [438].
The other dataset used is the K-Fall [465] dataset. It was released on the pattern of
the SisFall dataset and includes more activities compared to SisFall. A summary of
the datasets is presented in the next section.

2.7.1 SisFall Dataset

The SisFall dataset consists of accelerometer and gyroscope recordings of 19 types of
activities of daily living and falls. Two accelerometers and one gyroscope were placed
on the waist and used for making the measurements. This location was chosen so as
to ensure that all body movements while performing the activities/falls were captured
by the sensory system. Furthermore, the data recordings involved 23 young people
between the ages of 19-30 years old and 15 elderly people between the ages of 60-75
years. The dataset contains annotated sensor measurements of each of these ADLs
and falls recorded as well as video recordings of sample experiments. There are four
main types of falls present, six of them are forward falls , three backward falls, four
lateral falls and two vertical falls. The types of falls performed were directed through
a survey taken from elderly people living independently as well as the ones living
in retirement homes and include scenarios of slipping and tripping. Moreover, they
are preceded by various types of ADLs being performed to make the recordings as
close to a real world scenario as possible. The ADLs recorded were approved by
medical personnel and were chosen so as to be similar to falls. The ADLs include
high mobility activities such as walking up/down stairs, jogging as well as activities
which can be confused with falls such as quickly sitting in a chair, bending at the
knee and stumble while walking etc. In total, there were 2706 ADL recordings and
1798 fall recordings. The SisFall data is utilized in this study as it has been the
the dataset of choice for several previous research approaches addressing the subject
of fall detection [466, 467, 468, 436, 469] and also because the volunteer makeup
consists of both men and women, young adults and the elderly. The ADLs and Falls
in the SisFall dataset have been presented in Table 32 with a brief description of the
activities and falls provided as well.
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Table 32. ADL and Falls present in the SisFall dataset.

Activity/ Brief Description

Fall Code

D01 Walking slowly

D02 Walking quickly

D03 Jogging slowly

Do4 Jogging quickly

D05 Walking upstairs and downstairs slowly

Do6 Walking upstairs and downstairs quickly

Do7 Slowly sit in a half height chair, wait a moment, and up slowly

D08 Quickly sit in a half height chair, wait a moment, and up quickly

D09 Slowly sit in a low height chair, wait a moment, and up slowly

D10 Quickly sit in a low height chair, wait a moment, and up quickly

D11 Sitting a moment, trying to get up, and collapse into a chair

D12 Sitting a moment, lying slowly, wait a moment, and sit again

D13 Sitting a moment, lying quickly, wait a moment, and sit again

D14 Being on one’s back change to lateral position, wait a moment, and change to
one’s back

D15 Standing, slowly bending at knees, and getting up

D16 Standing, slowly bending without bending knees, and getting up

D17 Standing, get into a car, remain seated and get out of the car

D18 Stumble while walking

D19 Gently jump without falling (trying to reach a high object)

Fo1 Fall forward while walking caused by a slip

F02 Fall backward while walking caused by a slip

F03 Lateral fall while walking caused by a slip

Fo4 Fall forward while walking caused by a trip

F05 Fall forward while jogging caused by a trip

Fo06 Vertical fall while walking caused by fainting

Fo7 Fall while walking, with use of hands in a table to dampen fall, caused by
fainting

Fo8 Fall forward when trying to get up

F09 Lateral fall when trying to get up

F10 Fall forward when trying to sit down

F11 Fall backward when trying to sit down

F12 Lateral fall when trying to sit down

F13 Fall forward while sitting, caused by fainting or falling asleep

F14 Fall backward while sitting, caused by fainting or falling asleep

F15 Lateral fall while sitting, caused by fainting or falling asleep

2.7.2 K-Fall Dataset

The K-Fall dataset has been developed based on the SisFall dataset and contains 15
fall types and 21 ADLs. The falls in K-Fall are the same as those in SisFall. However,
in the case of ADLs, they remove the activity of sitting in and getting out of a car
and combine some of the activities while adding static activities of sitting on a chair,
sitting on a sofa and lying down. A total of 2729 ADL recordings and 2346 fall
recordings are present in the dataset. This dataset is included in the study to test
cross-dataset fall detection. The details of the K-Fall dataset are presented in Table
33.

2.8 Experiments

This section discusses the experiments conducted for the purposes of fall detection.
Four experiments have been performed in this regard, first considering fall data only
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Table 33. ADL and Falls present in the K-Fall dataset.

Activity/ Brief Description

Fall Code

Do1 Stand for 30 seconds

D02 Stand, slowly bend the back with or without bending at knees, tie shoe lace,
and get up

Do3 Pick up an object from the floor

D04 Gently jump (try to reach an object)

D05 Stand, sit to the ground, wait a moment, and get up with normal speed

D06 Walk normally with turn (4m)

Dov Walk quickly with turn (4m)

D08 Jog normally with turn (4m)

D09 Jog quickly with turn (4m)

D10 Stumble while walking

D11 Sit on a chair for 30 seconds

D12 Sit on the sofa (back is inclined to the support) for 30 seconds

D13 Sit down to a chair normally, and get up from a chair normally

D14 Sit down to a chair quickly, and get up from a chair quickly

D15 Sit a moment, trying to get up, and collapse into a chair

D16 Stand, sit on the sofa (back is inclined to the support), and get up normally

D17 Lie on the bed for 30 seconds

D18 Sit a moment, lie down to the bed normally, and get up normally

D19 Sit a moment, lie down to the bed quickly, and get up quickly

D20 Walk upstairs and downstairs normally (5 steps)

D21 Walk upstairs and downstairs quickly (5 steps)

Fo1 Forward fall when trying to sit down

F02 Backward fall when trying to sit down

F03 Lateral fall when trying to sit down

Fo4 Forward fall when trying to get up

F05 Lateral fall when trying to get up

Fo06 Forward fall while sitting, caused by fainting

Fo7 Lateral fall while sitting, caused by fainting

F08 Backward fall while sitting, caused by fainting

F09 Vertical (forward) fall while walking caused by fainting

F10 Fall while walking, use of hands to dampen fall, caused by fainting

F11 Forward fall while walking caused by a trip

F12 Forward fall while jogging caused by a trip

F13 Forward fall while walking caused by a slip

F14 Lateral fall while walking caused by a slip

F15 Backward fall while walking caused by a slip

and aiming to determine falls with direction and severity. The second, third and
four experiments involved the inclusion of activities of daily living classification in
addition to the fall classes considered in the first experiment. Moreover, experiment
four presents results for a cross-dataset fall detection scenario.

2.8.1 Fall Detection with Severity and Direction consideration

This section describes the work on fall detection considering severity and direction
while only considering sensor data for falls. The experiment has been performed as
two tasks, one for determining falls considering direction only and the other while
considering both direction as well as severity.

2.8.1.1 Data Labeling
To perform fall detection that is direction and severity aware, we only considered fall
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data from the SisFall dataset. As can be seen from Table 32, most of the falls in
the dataset have been labelled as either being in the forward, backward or lateral
direction. However, two of the falls (F06 and F07) are not labeled in terms of
direction. For the considerations of this research work, these were assigned the labels
of Forward and Lateral respectively using the videos of sample trials provided by the
dataset authors.

Concerning fall severity, while the original labels from the dataset contained in-
formation for most falls for direction, the approach followed by Gibson et al. [456]
was used to determine the severity of falls. According to the practice followed by
them, all falls where in some support was used to soften the impact of the fall were
considered as soft falls whereas all falls where the subject fell directly were classified
as hard falls. This resulted in six classes for fall types with hard and soft for ima-
pact and forward, backward and lateral for direction. These are Forward Soft Falls
(FSF), Forward Hard Falls (FHF), Backward Soft Falls (BSF), Backward Hard Falls
(BHF), Lateral Soft Falls (LSF) and Lateral Hard Falls (LHF). These labels have
been summarized in Table 34.

Table 34. Labeling used for Fall only classification for the SisFall Dataset

Experiment Name Fall Assigned Fall Name Assigned Fall Label
Code

Direction FO1 Forward Fall FF
F02 Backward Fall BF
FO03 Lateral Fall LF
F04 Forward Fall FF
F05 Forward Fall FF
F06 Forward Fall FF
FO7 Lateral Fall LF
FO8 Forward Fall FF
F09 Lateral Fall LF
F10 Forward Fall FF
F11 Backward Fall BF
F12 Lateral Fall LF
F13 Forward Fall FF
Fl14 Backward Fall BF
F15 Lateral Fall LF

Direction + Severity  FO1 Forward Hard Fall FHF
F02 Backward Hard Fall BHF
F03 Lateral Hard Fall LHF
F04 Forward Hard Fall FHF
F05 Forward Hard Fall FHF
F06 Forward Soft Fall FSF
FO7 Lateral Soft Fall LSF
FO8 Forward Soft Fall FSF
F09 Lateral Soft Fall LSF
F10 Forward Soft Fall FSF
F11 Backward Soft Fall BSF
F12 Lateral Soft Fall LSF
F13 Forward Soft Fall FSF
Fl14 Backward Soft Fall BSF
F15 Lateral Soft Fall LSF
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Figure 17. Fall Detection with Direction and Severity.

2.8.1.2 Methodology The methodology used for this experiment follows a typ-
ical machine learning pipeline as shown in Figure 17. First, we pre-process the data
which involves extraction of sensor segments representing falls. This is followed by
feature extraction that aims to extract useful representations from the accelerometer
and gyroscope sensor data. Lastly, feature selection is carried out where we aim to
reduce the number of features used in the last stage that is classification.

Data Pre-processing

Recordings in the SisFall dataset vary in length between 12 and 100 seconds. The
trial recordings for falls in the SisFall dataset consist of subjects performing various
activities before experiencing the fall. For a sound feature extraction process, we
extract equal duration segments of sensor readings from these trials that represent
the fall taking place along with some part of the pre-fall activity being performed.
To do this, for each record we first calculate the acceleration magnitude (also called
the Signal Magnitude Vector (SMV) ) [430] for all sensor value samples within a trial
recording. The SMV can be calculated as given in Eq.1.

SMV; = |4, [P+ |4, [P + A, 1)
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where SMV] represents the SMV value for a sample j in a given trial. The SMV
is calculated for all samples and the sample location for the SMV peak value is
determined within the trial. This is then used as the midpoint for extracting a 2.5
second segment from the trial. A segment length of 2.5 seconds was chosen as it was
visually found to capture all the falls as well as some part of the pre-fall activity being
performed. Using this scheme, segments were extracted for all the fall trials in the
dataset.

There are a total of 1798 fall samples in the dataset, after the labeling used, there
were a total of 838 samples for the forward fall category, 360 samples for the backward
fall category and 600 samples for the lateral fall category. Sample waveforms for the
three directions of falls and three severity levels have been shown in Appendix A.

Feature Extraction
Feature extraction is used to convert inputs in to more useful representations. In
this experiment, we take cue from the work of [420, 470] who use various time and
frequency domain features successfully for fall detection and recognition of activities
of daily living. Table 35 lists the features computed for each extracted segment. Each
of these features have been computed for every axis of the considered accelerometer
and gyroscope sensor measurements.

Table 35. Features computed for each fall segment

Domain Features Computed

25th Percentile
75th Percentile
Delta
Interquartile range
Kurtosis
Mean
Median
Maximum
Minimum
Skewness
Standard Deviation
Variance

Time

Power Spectral Entropy
Power Spectral Density Mean
Power Spectral Density Median
Power Spectral Density RMS

Frequency

Percentiles (25™ Percentile, 75" Percentile) and Interquartile Range
For a set of numerical values X ordered in arranged ascending order, the i percentile
is defined as the number n below which ¢ percent of the total numbers of X fall below
it. Therefore, the 25 Percentile (also called the First Quartile) is the number in X
below which exactly 25% of the values fall. Similarly, 75" Percentile (also called
the Third Quartile) is the number in X below which exactly 75% of the values fall.
Another important quantity concerning percentiles is the Interquartile Range (I1Q
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Range), also called the Midspread. The IQ Range is the difference between the 75"
Percentiles and the 25" Percentiles.

Delta The Delta represents the difference between the minimum and maximum
value of a set of numeric values X.

Kurtosis It’s a metric for how much a distribution’s tails diverge from that of
a normal distribution. A large Kurtosis values indicates to larger extremity of the
divergences which can be thought of as outliers. The Kurtosis for a set of numerical
values X can be calculated as given in Eq. 2.

Kurtosis(X) = — Z(% —p)* (2)

Mean For a set of values X, the arithmetic mean or the average returns the
center value of X. Mathematically it is given in Eq. 3.

Mean(X) = % (3)

Median For a set of values X, the median indicates to the central tendency of
X. It divides a set of values in to two equal parts. For a set X of size N arranged in
ascending order, the median can be calculated as in Eq. 4.
N +1

Median(X) = X[T] (4)

Maximum For a set of values X, the maximum value represents the largest
value in the set X.

Minimum For a set of values X, the minimum value represents the smallest
value in the set X.

Skewness The Skewness measures the lack of symmetry in the probability dis-
tribution of data around its mean. It is calculated as in Eq. 5.

N
1
Skewness(X) = N3 Z (5)

Standard Deviation and Vartance The Standard Deviation measures the
variation of a set of numerical values around its mean. For a set of numerical values
X, the standard deviation can be calculated as in Eq. 6.
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where p is the Mean of X. The Variance of X is the square of the Standard
Deviation.

Power Spectral Density The Power Spectral Density (PSD) is an indication
to the power content of a signal with respect to its frequency. It therefore helps to
understand the distribution of power in the signal for the different frequencies that
comprise it. The PSD has been computed using the Welch method [471]. Once the
PSD has been computed, the mean, median and Root Mean Squared (RMS) values
of the PSD are computed.

Power Spectral Entropy The Power Spectral Entropy (PSE) is a measure of
the entropy in the power spectrum of a signal and indicates to the complexity present
therein. It is computed as an entropy calculation on the normalized PSD estimate.
Similar to the PSD computation, the Welch method was used to estimate the PSD
before PSE calculations were performed.

The aforementioned quantities were computed for all windowed samples of the fall
recordings. In total, this resulted in 96 features being computed for each segment.
Before these features are passed on to the next stage, normalization was performed
feature wise for each sensor.

Feature Selection

Feature selection is an important step in the machine learning pipeline. It not only
helps to reduce the feature set size used in an application which helps computationally
but may also result in performance improvement as observed by [472]. Feature se-
lection is performed using Random Forest Recursive Feature Elimination (RF-RFE)
[473] which involves determining the importance of features by eliminating features
iteratively and looking at classifier performance. It starts by developing a model us-
ing all the available features within the dataset, in every iteration, the feature that
has the ’least importance/contribution’ is discarded and a new model is fitted with
the remaining features. This process is carried out until a pre-decided number of
features remain. Since in this work, our goal is to reduce the number of features
from the original count, we perform manual tests by establishing a baseline for the
performance of our models. The baseline is formed by using all features for each
of our classification tasks and using the highest weighted F1l-score achieved as the
performance goal cut-off for the reduction of features. This step will ensure that we
atleast get the same performance as the original feature set.

Classification
Classification refers to the usage of a classification algorithm, also called a classifier

96



to determine the output 'label” or category given a set of input values called features.
In the current setting, the classification problem is a supervised one wherein the
classifier is provided inputs and their corresponding output labels which allow it
to learn the relationship between the input and the output. Once this mapping
has been sufficiently learned (a process called training) the trained classifier can
be provided unlabeled inputs for it to predict an output label value or class. The
efficacy of the classifier in predicting the correct output is measured through various
metrics such as accuracy, precision, recall, Fl-score etc. This experiment consists of
two classification experiments being performed, one is the direction only experiment
where the classifiers used are trained to distinguish between the three direction of falls
given the input feature set and another experiment where the classifiers are trained
to determine fall directions and severity together.

Four different classifiers were tested to perform these tasks, these are the Random
Forest Classifier, Support Vector Machines, Decision Trees and Extreme Gradient
Boost (XGBoost). All of the classifiers were trained using five fold cross validation
with a stratified split and a parameter search being performed for tuning purposes.

Support Vector Machines Support Vector Machine is a supervised learning
algorithm that, in its simplest form tries to fit a line in between data samples of two
different classes to separate them. The criteria used by the SVM to fit this line is
the maximization of the distance between the line and the (data) points closest to it.
This concept of using a line to separate two dimensional data can be extended to two
dimensional planes being used for separating three-dimensional data and hyperplanes
for higher dimensional data. SVMs are quite flexible in that they can not only be used
to work with linearly separable data but also with data that is not linearly separable.
This is achieved using Kernel functions which map the nonlinearly distributed data
in to a higher dimensional space to make it linearly separable (as much as possible).
There are several kernel functions available to be used for this purpose such as the
hyperbolic tangent, radial basis, sigmoid, polynomial etc. Optimizing the SVM re-
quires the tuning of the cost parameter C, a small value of C indicates an underfit
whereas a very large value of C indicates an overfit.

Even though, the current experiment considers using SVMs for a classification
taks, it should also be mentioned that SVM’s are not limited to application towards
classification problems and they have also been used for regression applications too.

Decision Tree Decision Trees are one of the most widely used classification
algorithms due to their interpretability. The aim of the algorithm is to come up with
as simple a solution as possible while successively dividing the data in to simpler and
simpler classification tasks based on the values of the features. For a classification
problem, given a set of input features of the training set, decision trees use the values
of the features to divide or split the dataset in to more simpler sub problems. The
aim being to get the largest information gain when choosing the feature/s for the
split. Each split point in a decision tree is called a node and each split is called a
branch. Branches from a given node represent all the possible outcomes from that
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node and may contain subsequent decision nodes as well which are called child nodes.
Each branch ends at a node called the leaf node where data points are assigned a
class label.

Depending on the number of input features and the output classes, decision trees
can be built to classify the dataset in a ‘complete’ manner due to its iterative parti-
tioning scheme. However, this is undesirable since that would lead to overfitting of the
model and also because such trees would lead to a complicated model, which is not
desirable since that would impact interpretability. The process of removing branches
and replacing them by leaf nodes is called pruning. Pruning aims to increase the
models generalizations capabilities and increase robustness. Two paramters which
are used for this purpose are tree depth limits the number of child nodes present in
every branch and the number of features used at each split.

Random Forest Classifier Random forest is a bagging approach towards de-
cision trees where instead of deciding on where to split for each node, for each tree
a random subset of features is used and the feature/threshold to split the data is
determined within that subset of features to separate the data in the best manner
possible. This process is repeated multiple times which results in various trees pro-
ducing possibly different predictions. The predictions from each tree are combined
to form an ensemble either through majority voting or by averaging. The imple-
mentation of Random Forests used in this work uses the averaging approach. There
are several parameters that are important in the tuning of Random Forests are the
number of trees created before the averaging process starts, the number of levels in
each tree and more.

Ezxtreme Gradient Boost Extreme Gradient Boost is another ensemble based
tree algorithm, however compared to the RFC, XGBoost uses boosting instead of
bagging. In boosting, the input samples are uniformly weighted and first a 'weak’
learner (classifier) is created for a given task that doesnt perform well but is sufficient
in the sense that it is better than random guessing. In subsequent iterations of the
learner, input samples which werent classified correctly by the learner are reweighted
by assigning larger weights to them while the weights for correctly classified inputs
is reduced. This step is repeated for a number of times with different weak learners
being trained. The decision of the weak learners are combined through majority
voting to determine the output class. Parameters used to tune XGBoost are the
maximum depth allowed in each tree, the weight settings etc.

2.8.1.3 Results

As mentioned previously, two separate experiments were conducted, first was to dif-
ferentiate between fall directions only and the other to differentiate between fall
direction as well as severity. The results from those experiments are presented here.
The metrics considered for judging model quality is the F1-score. The F1-score is the
harmonic mean of the precision and recall and is given as in Eq. 7.
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2 x (Precision * Recall)

F1 Score = (7)

where Precision is the ratio of the True positive samples divided by the sum of the
True positive and False positive samples as given in Eq. 8. It is also called positive
predictive value as it indicates to the capability of the classifier to identify correctly
the samples of a given class.

Precision + Recall

Precisi True Positive (8)
recision =
True Positive + False Positive

and recall indicates to the models capability to identify the samples of a given
class over the whole dataset. It is also called the sensitivity and is the ratio of the

True positives to the sum of the True positives and False Negatives as shown in Eq.
9.

True Positive
Recall = 9
ced True Positive + False Negative (9)

We report on the Fl-scores for each class when discussing classification perfor-
mance and deciding on the best classifier. Moreover, for the best classifier identified
the precision and recall have also been provided.

Fall direction

In this experiment, fall segments labeled for direction only were used as input to the
classifiers. To establish a baseline to be used as a reference in the feature selection
process, all computed features (96 in total) were passed to the four classifiers. The
best performing model was found to be the SVM with a weighted F1-score of 90.4%.
Feature selection was then performed keeping in view baseline performance of the
SVM classifier so as to retain or improve this performance baseline when choosing a
given number of top’ features. Following this rule, feature selection resulted in 90
features. The results are given in Table 36. It can be observed from the table that
the SVM has outperformed the other algorithms in detecting forward and lateral falls
whereas it achieves a slightly lower F1-score for the backward fall class. Overall the
SVM has shown to be better at discriminating falls with direction.

Table 36. Fall Fl-scores (Fall direction only)

Classifier (F1l-score %)

Fall

SVM DT RFC XGBoost
BF 96.05 92.22 96.59 96.63
FF 92.67 83.60 90.10 89.49
LF 88.67 71.78 85.63 84.35

Average  92.46  82.53  90.77 90.15
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Fall direction and severity

In this experiment, fall segments from the dataset were labeled for direction and
severity based on the labeling shown in Table 34 and passed to each of the classifiers
after feature selection. Like before, to establish a baseline, all computed features (96
in total) were passed to the four classifiers. The best weighted F1-score of 78.44% was
achieved by the SVM classifier. We used this value as the baseline we aim to achieve
after feature selection. With this condition the number of features were reduced to
93. The performance achieved for each of the four tested classifers is summarized in
Table 37. It can be observed that the SVM is the best performing classifier for all fall
types bar FHF where the random forest classifer achieves a slightly higher F1-score.
The highest F1-score overall is achieved for the class BSF where as the lowest has
been achieved for LHF. When looking at fall direction, falls in the forward direction
can be seen to be the hardest to identify followed by lateral falls. No such pattern
can be noted for soft/hard falls.

Table 37. Fall Fl-scores (Fall severity and direction)

Classifier (F1 Score %)

Fall

I SVM DT RFC XGBoost
BHF 87.27 50.00 69.39 66.67
BSF 95.08 77.88 88.33 85.47
FHF 72.43 54.02 75.56 67.04
FSF 73.25 50.60 67.57 58.93
LHF 66.67 29.85 35.90 50.00
LSF 84.65 62.24 75.17 75.69

Average  79.89  54.10  68.65 67.50

2.8.1.4 Discussion

To summarize the results from both experiments, we present the individual F1-
scores, Precision and Recall for the best performing classifier in each case. These
have been presented in Table 38 and Table 39.

Table 38. Best Results: Fall direction

Fall Precision (%) Recall (%) Fl-score (%)
BF 94.44 97.70 96.05
FF 93.33 92.02 92.67
LF 88.67 88.67 88.67
Average 92.16 92.80 92.46

In both cases the best performing classifier was the SVM. This is inline with
the findings of other research work as found from the literature review [424, 429].
A surprising outcome during this work was the unsatisfactory performance of tree
based algorithms contrary to [420], we attribute this to the difference in the data
segmentation scheme and also the fact that we follow different labelling for the data
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Table 39. Best Results: Fall direction and Severity

Fall Precision (%) Recall (%) Fl-score (%)
BHF 80.00 96.00 87.27
BSF 96.67 93.55 95.08
FHF 74.44 70.53 72.43
FSF 74.17 72.36 73.25
LHF 60.00 75.00 66.67
LSF 85.00 84.30 84.65
Average 78.38 81.96 79.89

in terms of a direction and severity aware system. Moreover, the final weighted F1-
scores for the fall direction experiment was 92% and for the fall direction and severity
was 79.53% which resulted in an improvement of just above 1% in both cases with a
small reduction in the number of features utilized, 90 and 93 respectively compared to
96 in the original feature set. Commenting on the direction, the hardest to predict fall
was in the lateral direction and the classifier incorrectly predicted forward falls and
lateral falls in both the scenarios tested. This highlights the difficulty in capturing
the difference between these two fall directions using the features considered.

2.8.2 Fall Detection with Severity and Direction along with ADL consid-
eration using Wavelet Pooling and K-NN

This section provides a framework for a fall and activity recognition system. It aims
to determine an appropriate sensor modality to use and the window size to be used
for the task. The framework does this as a problem of differentiating between various
activities of daily living as well as various types of falls with regard to fall datection
being direction and severity aware. To do this, data from the SisFall dataset is used
and after suitable pre-processing and feature extraction, machine learning algorithms
are utilized to differentiate between different activities of daily living and falls

2.8.2.1 Data Labeling

Since we aim to perform activity recognition and fall detection with direction and
severity, the ADL labeling of the original dataset has been modified. This labeling
has been shown in Table 40. As can be observed from Table 40, the activities Walking
(W), Jogging (J), Sitting (S) and Standing (SB) have been considered for this work
which are typical activities in ADL detection problems. Each of these labels includes
data from multiple original activities, for e.g. activities with original labels of walking
upstairs and downstairs, walking slowly and walking quickly have been considered as
walking in this work. A similar scheme has been used for the other three activity
labels as well. Some of the activities such as being on one’s back change to lateral
position, wait a moment, and change to one’s back (D14), getting in and out of the
car (D17), stumble while walking (D18), and gently jumping without falling while
trying to reach a high object (D19) have not been considered. The reason for this
is that they have very few samples to be considered as standalone activities (only
one type of sub-activity and also because most of these are not considered in typical

101



ADL detection scenarios). For falls, the labeling same as that for the direction and
severity experiment has been retained.

Table 40. ADL Labels used for SisFall Recordings.

Activity Code Assigned Activity Name Assigned Activity Label

Do1 Walking \WY%
D02 Walking \WY%
D03 Jogging J
Do4 Jogging J
D05 Walking W
Do6 Walking \WY%
Do7 Sit S
Do8 Sit S
D09 Sit S
D10 Sit S
D11 Sit S
D12 Sit S
D13 Sit S
D14 - -
D15 Standing SB
D16 Standing SB
D17 - -
D18 - -
D19 - -

2.8.2.2 Methodology

Figure 18 shows the methodology for this work with individual parts being elab-
orated upon in the proceeding subsections. As can be seen, the first stage consists of
data preprocessing, followed by feature extraction and then evaluation or classifica-
tion.

Data Preprocessing

Data preprocessing for this experiment was performed in a similar manner to section
2.8.1 for most recordings. The SMV was computed for the complete recording and
windowed segments of a fixed duration were extracted. Windowed segments are
extracted in this manner from all considered activities in the SisFall dataset except
the activities of D01, D02, D03 and D04 which consist of a single trial per subject of
duration 100s. In such cases, continuous windowed segments of duration n seconds
are extracted from the recordings. It is also pertinent to mention here that since
both accelerometers are placed at the same position, we only consider one of the
accelerometers along with the gyroscope readings present in the recorded trials. To
determine the value of n as well as the appropriate sensor modality to use for the
final system, experiments were performed on the developed framework and the results
have been discussed in subsequent sections.

Feature extraction
In this experiment, feature extraction consists of two steps. The first is the use of
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Figure 18. Hierarchical classification scheme for ADL and Fall detection.

wavelets [474] for performing wavelet decomposition and then performing pooling,
the inspiration for this type of feature extraction came from the work of [475].
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Wawvelet Decomposition Wavelets can be used for a variety of applications
such as spectral analysis where they are used to analye a signal in the time-frequency
domain, denoising, compression and signal enhancement. A wavelet is a function of
finite duration and has an average value of zero, an example of a mexican hat wavelet
is shown in Figure. 19. The width of the wavelet is called its scale and it is analogous
to frequency in an inverse manner. A large value of the scale (wider window) allows
for capturing of low frequency components of the signal whereas a small scale value
captures low frequency components.

Mexican Hat Wavelet

0.4

0.3

0.2 1

0.1

Amplitude

0.0

—0.11

—0.21

Figure 19. Sample Wavelet (Mexican Hat).

Wavelets are convolved with an input signal to produce two sets of coefficients.
These are called the detail and approximation coefficients. The detail component
represents the high frequency component captured by the wavelet whereas the ap-
proximation component represents the low frequency part. Since the wavelet has
only been convolved once with the signal, these coefficients are said to be level 1
coefficients. At each level, resulting coefficients are downsampled by half to result in
a lower resolution signal. Subsequent approximation components can be convolved
with the wavelet to result in approximation and detail components for the next level
thus forming what is called a wavelet decomposition tree.

To perform wavelet decomposition, in this experiment, we make use of the Haar
wavelet [476] shown in Figure. 20. Level 4 haar wavelets were computed for each of
the extracted segments of the signals.

Spatial Pooling The results from the decomposition provide a large number
of features which would pose a problem for use in the proceeding classification stage.
In order to reduce the feature dimension size, Spatial Pyramid Pooling [477] was
used. Spatial Pyramid Pooling is an adaptive pooling method which was developed
to address the issue of fluctuating input sizes in CNNs for image-based applications,
and it entails converting varying-size convolutional feature maps into fixed-length
summarizations. These summarizations, having uniform length can then be passed
on to the fully connected parts of the CNN where a fixed length input is necessary.
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Figure 20. Haar Wavelet.

Given a pooling size pxp, adaptive pooling works by dividing the input in to pxp pieces
while computing the size of each piece automatically and performing any necessary
padding. Once these pieces are created, a pooling operation is typically performed
(max pooling or average pooling for e.g.) on each of these pieces to summarize the
input into an output of fixed size pxp. This results in a fixed output length for any
size of the input. In this experiment, 4-2-1 1D Spatial Pyramid pooling was used
on the detail and approximation coefficients of the wavelet decomposition of activity
and fall data. This process has been shown in Figure 21. Each coefficient set was
divided in to four and two parts and then max pooling was used to determine the
maximum value in these divided parts and the coefficient set as a whole. These
maximum values were then concatenated together to form the seven valued output
from that coefficient set. Furthermore, the results for each coefficient set within each
axis were also concatenated to form the feature vector for a sensor axis measurement.
This operation was performed for each axis of accelerometer and groscope sensor
data with the final feature vector of 210 values consisting of the concatenations of
the individual vectors for each axis. It is hypothesized that this way local as well as
global information at each level of the wavelet coefficients can be captured. For the
wavelet decomposition, tests were performed with level values of 2, 3, 4, 5 and 7 and
it was determined that level-4 produced the best results.

Classification
A hierarchical classification approach is employed to discriminate between the vari-
ous activities and falls considered from the SisFall dataset. Hierarchical classification
involves the division of a complex taxonomic classification problem in to a set of
subsets that are potentially easier to differentiate as the task becomes more localized.
Hierarchical classifiers have been used in multiple different applications [478] where
they have been found to improve upon the performance of many flat classification
schemes. The classification framework used in this work combines hierarchical clas-
sification with a vote based system. The classification problem is divided into three
parts, each with its own classifier to indicate to the subclass of the output. The clas-
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Figure 21. Example: 4-2-1 1-D Spatial Pyramid Pooling.

sifier in part one consists of differentiating whether a given recording is a fall or one
of the four considered ADLs. In order to train this stage, the activities of Standing,
Walking, Sitting and Jogging along with all falls combined in to one class are passed
to the classifier. This dilutes the original ten-class problems in to a five-class sub
problem. The output of this stage is the determination of whether a given recording
is either one of the four ADLs (Standing, Walking, Sitting or Jogging) or a fall. If a
recording has been detected to be a fall, it is sent to the second and third stages.
The second and third stages work in parallel on samples detected as falls from
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the first stage in the form of a voting machine. These two stages vote individually
on the direction and severity of the detected fall samples. In order to train them,
fall samples were relabeled to represent direction and severity only and are fed to the
classifiers. For the direction, the classification problem is formulated as a three-class
problem of determining fall directions as being Forward, Backward or Lateral. For
the severity classifier, the classification problem is formulated as a two-class problem
of a fall being either Soft or Hard. After a signal has passed through all necessary
stages, the outputs of the individual stages are combined to indicate to the activity
or type of fall being fed at the input.

Four classifiers were tested for each part of the hierarchical scheme, the classifiers
considered were K-Nearest Neighbors, Support Vector Machines, Random Forests
and eXtreme Gradient Boosting. Parameter tuning was performed using gradient
search for each classifier over a range of values for each parameter.

K-Nearest Neighbor Compared to the SVM which attempts to create a deci-
sion boundary between classes on a global level, the K-NN algorithm operates locally.
Starting from a data point, the 1 Nearest Neigbhor algorithm will assign each new
sample the class of its neighbor. However, using a single neighborhood point to assign
new classes may lead to erroneous classes being assigned. Therefore, typically mul-
tiple neighboring points are used to determine the label for a given point. In K-NN;
'K’ represents the number of points used in the neighborhood to assign labels to data
samples. Each considered sample is assigned the majority label within a neighbor-
hood of K points around it. In this manner, the K-NN algorithm is successively able
to create a decision boundary separating the data in to the different output classes.

2.8.2.3 Results

Three experiments were performed in this section. The first was to choose the best
classifier to use, once that was determined. experiments were conducted to determine
the observation window size and different combination of sensor modalities. We used
the weighted Fl-score as our training metric due to the imbalance in the samples
of the different classes in the data. Moreover, for evaluation purposes, we report on
the individual F1l-scores for each output class and provide discussions as necessary.
Furthermore, for the best performing results, the Precision and Recall and Specificity
were also specified. Specificity can be calculated as given in Eq. 10. It is also called
the True Negative Rate and indicates to a classifiers capability to correctly detect
samples which don’t belong to a given class. These metrics have been computed on
a one versus all basis.

True Negative
Specificity = J

10
True Negative + False Positive (10)

The data after the feature extraction stage was split in to a train/test partition
based on a 75/25 ratio with a parameter grid being searched through to obtain
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tuning parameters for maximizing the weighted F1-score while using five-fold cross
validation.

Classifier Selection

This test was conducted to determine the best classifier to use for the proceeding
experiments of observation window selection and sensor modality selection. Here,
experiments were performed for the considered window durations for each activity
and the classifier which provided the best performance overall was chosen. The mean
F1-scores for each output class for each classifier are shown in Figure 22. It can be
observed that in general K-NN and SVM perform better compared to the ensemble
models, the RFC and XGBoost. However, since the K-NN slightly outperforms the
SVM in eight of the ten considered classes, we choose K-NN as the classifier for this
framework.

Average F1 Scores for each activity
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Figure 22. Average Fl-scores for each activity for the four classifiers.

Observation Window Duration
An important consideration in working with activity recognition systems is to de-
termine the appropriate observation window size for the analysis of sensor signals
to accomplish the ADL recognition/fall detection task. The size of the observation
window is important as a smaller observation window increases the response time of
the activity recognition/fall detection system and it can also impact the time taken
in the computation of features. In order to find the best observation window size,
we perform experiments using five values, 2, 3, 4, 5 and 6 seconds. The classification
results in terms of the Fl-score are presented in Table 41. For each case, samples
of duration equal to half of the observation window were extracted around the peak
value of the SMV. From the table, it can be observed that an observation window

108



of size 3 seconds produces the best results for six out of the ten output classes. It
only produces poorer results for the classes BHF, BSF and S, SB where window sizes
of 2 seconds, 6 seconds and 4 seconds respectively perform better than the 3 second
windowing case. Upon further investigation of this phenomenon using the result of
other classifiers, it was observed that the activities of (BHF and BHF') were best rec-
ognized by all the classifiers with a window size of 2 seconds (for the case of K-NN;,
there is a small difference between the 2 second and 6 second case), for the other two
activities of S and SB too the Fl-score was obtained for the 4 second duration (for
the activity S, the difference in performance over windows larger than 4 seconds is
very small). This could be attributed to the feature aggregation process in the max
pooling operation in the different spatial segments.

Table 41. Performance for different observation window sizes.

Observation Window Size (F1l-score [%])

Act1v1ty/Fall 2 sec 3 sec 4 sec 5 sec 6 sec
BHF 86.79  83.02 79.25 83.64 85.19
BSF 92.17 90.76 89.08 90.76 93.22
FHF 78.53 80.47 78.32 79.21 78.83
FSF 73.39 T77.18 72.5 76.83 76.79
LHF 52.83 67.8 62.75 59.26 58.62
LSF 79.69 82.73 T77.57 81.46 79.41
J 97.53 98.27 98.08 98.00 98.16
S 95.27 96.20 97.60 95.84 95.93
SB 87.29 85.71 91.98 90.61 91.71
W 98.08 98.46 98.12 98.35 98.16
Average 84.16 86.68 84.52 85.40 85.60

Sensor Modality

The second experiment in designing the proposed system is the determination of
the best sensor modality to use. Using a single sensor would result in less data,
faster processing and reduced hardware costs compared to the multisensor approach
combining accelerometer and gyroscope. To do this, the classification framework was
tested with 3 second windowed segments of the combined acceleromter and gyroscope
data as well as data of the accelerometer and gyroscope sensors individually. The
results of this experiment are presented in Table 42. It can be observed that using
a combination of both accelerometer and gyroscope data together produces the best
results for eight of the ten output classes. An accelerometer-only system produces
better results for the detection of activity SB and the fall FHF. The outcome of this
experiment agrees with previous work for fall detection by Waheed et. al. [436] on
the SisFall dataset.

2.8.2.4 Discussion

Table 43 reports on the best results obtained for the proposed classification frame-
work. These results were achieved by using windowed segments of 3 seconds and
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Table 42. Performance for different sensing modalities.

Sensing Modality (F1l-score [%])

Activity /Fall Accelerometer + Gyroscope Accelerometer Gyroscope
BHF 83.02 67.92 82.14
BSF 90.76 85.48 78.18
FHF 80.47 83.33 71.17
FSF 77.18 73.21 63.96
J 98.27 97.79 95.59
LHF 67.80 54.55 55.56
LSF 82.73 76.34 73.21
S 96.20 95.61 91.17
SB 85.71 86.21 76.09
W 98.46 98.24 96.30
Average 86.06 81.87 78.33

combined data from the accelerometer and the gyroscope with a weighted F'l-score
of 94.67% on the test set.

Table 43. Best Results (Obs. Window : 3 sec, Sensing Modality: Acc. + Gyro.)

Activity /Fall Precision (%) Sensitivity/Recall (%) Specificity (%) F1-Score (%)

BHF 95.65 73.33 99.96 83.02
BSF 91.53 90.00 99.80 90.76
FHF 86.08 75.56 99.57 80.47
FSF 76.86 77.50 98.88 77.18
LHF 68.97 66.67 99.65 67.80
LSF 79.85 85.83 98.96 82.73
J 97.87 98.68 99.36 98.27
S 95.00 97.44 99.31 96.20
SB 93.75 78.95 99.80 85.71
W 97.95 98.97 98.36 98.46
Average 88.35 84.29 99.37 86.06

From Table 43, the best recognized ADLs are W and J whereas the best rec-
ognized fall is BSF. The worst performing class in ADLs is SB whereas the worst
performing fall is LHF. Upon further inspection of the cause of the bad performance
with LHF, looking at the confusion matrix, it was observed that LHF was most
commonly confused with FSF which resulted in a reduction of the classification per-
formance for this class. On the other hand, in the case of FSF (the second worse
performing class), looking at the confusion matrix, it was observed that FSF was
confused with LSF and FHF. Furthermore, the specificity values indicate that there
has been very little mis-identification for each of the classes. When talking about
the activity S, it was observed that samples from this activity were confused with
the activity W which resulted in the sub-par performance of the classifier for its
recognition.
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2.8.3 Fall Detection with Severity and Direction along with ADL consid-
eration using CNN-XGBoost

This section presents a scheme for performing fall detection considering fall direction
and severity as well as activity recognition. Inertial sensor data taken from the SisFall
dataset is used to develop the methodology. Data pre-processing is first carried out
in terms of windowing and relabeling. Then, data augmentation is carried out for
classes which do not have a sufficient number of samples. Lastly, feature extraction is
performed along with classification. This work considers fall and activity recognition
as a holistic problem, in that different types of falls and activities are considered
thereby producing a more 'complete’ recognition system for use in cyber-physical
systems. Moreover, towards this end, a CNN-XGBoost combination is proposed.

2.8.3.1 Methodology The proposed scheme follows a typical deep learning so-
lution framework. First, inertial sensor data from the IMU sensors contained within
the SisFall dataset is pre-processed to extract windowed segments, then data aug-
mentation is performed for minority classes, followed by feature extraction and then
classification. This has been illustrated in Figure 23 and a discussion is provided for
each of the steps in the proceeding sections.

Data Pre-processing
Before the IMU sensor recordings can be used for ADL and fall detection, raw sensor
measurements need to be suitably processed. In this experiment, data pre-processing
consists of two steps, the first is the extraction of uniform sized windows as was
performed in the previous section from the IMU recordings and the next is data
augmentation. Since windowing of the signals has already been discussed previously,
only data augmentation is discussed here.

Data Augmentation The use of deep learning methods require a suitable
amount of data to be present for them to learn the data pattern sufficiently well. Un-
fortunately, due to the nature of the problem considered, the relabeled data from the
SisFall dataset contains a reduced amount of data for some of the classes, especially
fall classes and also for the ADL of Standing. In order to alleviate this shortcom-
ing, data augmentation was employed to increase the number of samples from these
classes. Three augmentations were performed for each of the extracted recordings
for the classes SB, FHF, FSF, BHF, BSF, LHFand LSF. These were the addition of
noise, scaling and resampling after inerpolation [439]. For augmentation with noise,
white gaussian noise was added to the extracted windows of the considered classes.
The noise was generated using a standard deviation equal to 0.01. The addition of
the noise simulates measurement noise during recording which might be encountered
when IMU based fall detection systems are employed. For scale based augmentation,
the original extracted window was multiplied by a random number from the uniform
distribution between 0.8 and 1.2 thereby scaling it between 80% and 120% of its orig-
inal form. By doing so, changes in amplitude over the same type of activity/fall are
incorporated. This could indicate to a change in fixation (loosening etc) of the sensing
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Figure 23. CNN-XGBoost based classification scheme for ADL and Fall detection.

unit to a subject or their different physique and subsequent fall intensity response.
Lastly, in order to incorporate sampling inconsistencies, the windows are first upsam-
pled and then downsampled. This was done by a scale of ten. With this strategy,
each from original window were produced three additional samples. An illustration
for the results of the augmentation process for an X-axis accelerometer measurement
for a lateral fall has been shown in Figure 24.

Feature extraction
The aim of feature extraction for a classification problem is to produce a representa-
tion of the input that can be better used to indicate to the output class. In this regard,
research in the area of fall detection with inertial sensors has made use of different
types of hand crafted features such as statistical, time and frequency domain as well
as wavelet transforms [479, 480, 481, 482]. Convolutional Neural Networks (CNNs
or Covnets) are a set of neural networks developed following the visual cortex within
the brain [483]. CNNs perform operations on inputs by introducing convolutions of
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Figure 24. Illustration of data augmentation. (X component of Accelerometer,
Lateral Fall)

several filters with learnable weights to gauge the importance of each datapoint in
the input. These layers containing the filters and to which the input is provided are
called convolutional layers. Through these learnable weights, CNNs are able to cap-
ture temporal and spatial dependencies of the input. Moreover, using the same filters
for different inputs reduces the number of parameters as the weights are reused. This
allows CNNs to develop a deeper understanding of the provided input compared to
typical multilayer perceptron models. CNNs have revolutionized the field of computer
vision where they have been used for a variety of tasks such as classification, object
detection, segmentation and object counting [484, 485] and they have also successfully
been used for applications within the speech and other time series signal application
domain [486, 487, 488]. In this experiment, rather than using hand crafted features

113



as in the previous experiments, a CNN has been used to perform feature extraction
in order to take advantage of the spatial and temporal dependency capturing capa-
bilities of CNNs. CNNs are usually comprised of several convolutional (Conv) layers.
Within a multilayer CNN, the earlier Conv layers capture low level features from the
input with more complex features being computed by the successive layers. Also,
CNNs may employ pooling layers between convolutional layers so as to reduce the
size of the input passed on to successive layers and therefore reduce computation.
The proposed network along with the XGBoost classification stage is illustrated in
Figure 25.
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Figure 25. CNN Network for feature extraction and XGBoost classification stage.

As seen from the figure, the network consists of four Conv layers of 64 filters
each. These layers have filters of size 3x1 and are used to extract features from
raw inertial sensor measurements. Each Conv layer is followed by a Relu activation
function which applies a non-linearity to the output of the Conv layers. To condense
the output of the first three Conv layers, a pooling layer is utilized. Instead of max
pooling, average pooling is used in this network. Max pooling picks out the largest
value of the patch of data being observed currently, in contrast, average pooling uses
the average of the data being observed. Average pooling has been successfully used in
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place of max pooling in a variety of scenarios [489, 490]. Normalization is performed
using a batch normalization layer for each Conv layer. The output of the last Conv
layer are feature maps derived from the input raw inertial sensor measurements from
both the accelerometer and the gyroscope.

Classification
Classification is carried out by using a eXtreme Gradient Boosting (XGBoost) clas-
sifier. The output from the CNN is first flattened and then provided as an input to
the XGBoost stage. The parameters of the XGBoost classifier are tuned through a
parameter search over a range of values. We make use of an XGBoost classifier due
to its suitability for a large dimensional input which results from the flattened CNN
output.

2.8.3.2 Results

In order to use the proposed CNN for feature extraction, it must first be trained
accordingly. In order to train the network, a fully connected layer with a softmax
output was added as the final stage to serve as the intermediate temporary output
determinant stage. The windowed data from the SisFall dataset was divided in to
three sets, train, validation and test in a stratified manner. A learning rate of 0.01
was used for the network with a batch size of 20 and the stochastic gradient descent
was used as the optimizer. Moreover, the metric chosen was the average of the recall
scores of all classes together, also called as the unweighted average recall (UAR).
The recall is considered as one wants the system correctly classify as many positive
samples for every class as possible. The final network was determined using early
stopping. The unweighted average recall (UAR) can be computed as,

k (TPTPZ“N )
'+ F Ny,
UAR = ; i (11)
where k stands for number of classes and TP, stands for the number of True
Positive samples in the nth class and FN,, stands for number False Negative samples
in the nth class. Therefore, the average of the individual recall scores from all classes
was aimed to be maximized.

Data from the training set was provided to the CNN network after performing data
augmentation on the minority classes, during training, the validation set was used
to observe performance of the network and determine the best performing instance.
Once training was finished, the last fully connected classification layer was removed
and replaced by an XGBoost classification stage. To train the XGBoost stage, the
weights of the final best performing CNN model were loaded in to CNN layers of
the network and input samples were then passed through them as before. Using the
output of the CNN stage as an input for the XGBoost, a search was then carried
out to determine the optimal parameter values. After training of the XGBoost stage,
the completely trained CNN-XGBoost model was tested using the test set. Two
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sets of tests were performed, one while considering all ADLs as a single class versus
individual falls and the other considering common individual ADLs and individual
falls.

One ADL vs Individual Falls
In this experiment, all ADLs present in the SisFall dataset were combined in to one
class to build a generic ADL versus fall system. The results are presented in Table 44.
It can be observed from the table that the ADL class has been detected with perfect
recall score. Among the falls, the worst performance was observed for LHF with the
best performance for FHF.

Table 44. One ADL vs. Individual Falls.

- Precision Sensitivity/ Specificity Fl-score
Activity/ Fall (%) Recall (%) (%) (%)
BHF 100 91.67 100 95.65
BSF 100 95.83 100 97.87
FHF 85.37 97.22 99.41 90.91
FSF 92.86 81.25 99.71 86.67
LHF 72.73 66.67 99.70 69.57
LSF 89.58 89.58 99.50 89.58
ADL 99.54 100 97.78 99.77
Average 91.44 88.89 99.44 90.02

Individual ADLs vs Individual Falls
The results of the experiment have been shown in Table 45.

Table 45. Individual ADLs vs. Individual Falls.

Activity /Fall Precision (%) Sensitivity/Recall (%) Specificity (%) F1-Score (%)

BHF 100 75.00 100 85.71
BSF 95.83 95.83 99.90 95.83
FHF 76.19 88.89 99.01 82.05
FSF 90.24 77.08 99.60 83.15
LSF 86.79 95.83 99.30 91.09
LHF 75.00 75.00 99.71 75.00
J 96.71 96.71 99.01 96.71
S 96.77 96.77 99.57 96.77
SB 91.18 83.78 99.70 87.32
W 97.21 97.63 97.77 97.42
Average 90.59 88.25 99.36 89.11

An average recall of 88.25% was observed for the experiment. From Table 45,
when looking at the recall achieved for the individual activities, it can be observed
that the best recognized activities are W and J with each achieving a recall of around
97%. The worst performance in terms of ADLs was achieved for the activity SB for
which a recall of 83.78% was attained. Considering the case of falls, out of the six
falls, the worst recall score of 75% was achieved for BHF and LHF whereas the best
recall score was of 95.83% was achieved for BSF and LSF. The fall class FSF was also
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not identified well, achieving a recall score of 77.08%. Furthermore, as observed from
the table, a high value of specificity was obtained for all ADLs and falls indicating
to correct determination of negative samples for each class as well. Investigating the
performance of the network from the confusion matrix, it was observed that the worst
performing activity SB was equally confused as S and W, this can be attributed to
the fact that the SB activity includes slight bending which could lead to confusion for
the classifier. For the worst performing falls, it was observed that BHF was confused
with LHF and LSF whereas LHF was confused with FHF and FSF. The confusion
between the falls is apparent from plots shown in Appendix A where BHF' has very
similar accelerometer signal values to these classes.

2.8.3.3 Discussion

Inorder to better understand the performance of the network for the various fall
detection types from Tables 44 and 45, the performance of the network for fall severity
has been illustrated in Figure 26. It can be observed that soft falls are better detected
compared to hard falls with UARs for the individual ADL and fall experiment being
79.63% for hard falls and that for soft falls is 89.58%. For the one ADL and individual
fall experiment, the difference is less stark, being 85.18% for hard falls and 88.88%
for soft falls.

Performance for Fall Severity

One ADL/Ind Falls

0 65 70 75 80 85

6

90 95 100

M Hard Falls m Soft Falls

Figure 26. Network performance for different fall directions.

Figure 27 illustrates the performance of the network in fall detection for the three
directions considered for both experiments, regardless of severity. It can be observed
that falls in backward and lateral directions are determined with equal effectiveness,
an average recall score (UAR) of 85.42% was achieved for both cases where as for
the forward direction, the UAR was 82.99%. As can be seen, there is a only a small
difference (3.43%) between the achieved UARs.
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Figure 27. Network performance for different fall directions.

In order to further test the performance of the developed CNN-XGBoost scheme,
tests were performed with the CNN network architecture presented in [430]. We
choose the technique of [430] as the authors provide very good results for fall detection
using the SisFall dataset using a deep learning model. The results for the performance
of the considered technique in comparison to the method presented in this experiment
is shown Table 46 and 47. The Recall scores have been presented. It can be observed
that the proposed method outperforms the work of Casilari et. al. for all classes
except LHF. Moreover, there is a large difference in the average recall achieved.

Table 46. Comparison with State of the art (Individual ADLs vs. Individual Falls.)

Sensitivity /Recall (%)

Activity/Fall

I Work of [430] Proposed work
BHF 66.67 91.67

BSF 64.58 95.83

FHF 95.83 97.22

FSF 75 81.25

LHF 77.78 66.67

LSF 87.5 89.58

ADL 99.31 100
Average 80.95 88.89

The mean recall score achieved is 85.69% for [430] for the individual ADLs vs
Individual Fall experiment compared to more than 88% for the proposed scheme.
It can be observed from Table 47 that the proposed CNN-XGBoost combination
outperforms the work of Casilari et al. [430] in seven out of the ten output classes
for recall while achieving a similar performance for the classes of BHF, LHFand S.
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Table 47. Comparison with State of the art (Individual ADLs vs. Individual Falls.)

Sensitivity /Recall (%)

Activity /Fall

I Work of [430] Proposed work
BHF 75.00 75.00
BSF 87.50 95.83
FHF 80.56 88.89
FSF 72.92 77.08
LHF 75.00 75.00
LSF 93.75 95.83
J 96.30 96.71
S 96.77 96.77
SB 81.08 83.78
W% 95.04 97.63
Average 85.39 88.25

2.8.4 Cross dataset non-binary fall detection with a ConvLSTM-attention
network

This section presents a discussion on fall detection with severity and direction along
with ADL recognition on the SisFall and the K-Fall datasets. Two experiments were
conducted in this regard, one with all ADLs as one class versus the six fall types
considered and another for individual ADLs and falls.

2.8.4.1 Data Labeling

Since this experiment also uses the K-Fall dataset, the labeling scheme for K-Fall
is shown in Table 48. The labeling for the SisFall dataset was retained the same
for the individual ADL and fall experiment. However, for the one ADL and fall
experiment, all activities were labeled as a single class ADL.

2.8.4.2 Methodology

The methodology consists of the two steps of data preprocessing and classifi-
cation. Data preprocessing has been performed in the same manner as in section
2.8.3.1. Therefore, this section focuses on the ConvLSTM network used. The net-
work used in this work is illustrated in Figure 28. It consists of four layers, the first
of these is the ConvLSTM layer. The ConvLSTM layer combines the properties of
sequential learning associated with LSTMs with the feature extraction capabilities
of convolutional neural networks and they have found successful use in the human
activity recognition/fall detection domain [491, 492]. By replacing the simple matrix
multiplication within LSTM cells by a convolutional operation, the ConvLSTM can
capture spatio-temporal dependencies as opposed to the temporal only qualities of-
fered by LSTMs. Such spatial information is useful for the problem of fall detection
where not only the sequence contained within the recordings is important but also
the spatial information is also important to determine things like direction for e.g.
The ConvLSTM layer is followed by a Self-Attention layer to incorporate attention
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Table 48. Labeling for K-Fall Dataset

Activity Code Assigned Label Fall code Assigned Label

D01 ADL/- FO1 FSF
D02 ADL/SB F02 BSF
D03 ADL/SB F03 LSF
D04 ADL/- F04 FSF
D05 ADL/S F05 LSF
D06 ADL/W F06 FSF
DO7 ADL/W FO7 LSF
D08 ADL/J FO83 BSF
D09 ADL/J F09 FSF
D10 ADL/- F10 LSF
D11 ADL/- F11 FHF
D12 ADL/- F12 FHF
D13 ADL/S F13 FHF
D14 ADL/S F14 LHF
D15 ADL/S F15 BHF
D16 ADL/S - -

D17 -/ADL - -

D18 ADL/S - -

D19 ADL/S - -

D20 ADL/W - -

D21 ADL/- - -

mechanism. Through the attention layer, important parts in the signal which can
help to determine the output class correctly are identified. For the current work, a
global attention mechanism which looks at the complete sequence is used. After the
attention layer follow two fully connected layers, one with a relu activation function
and the other with a softmax function to determine the output class.

2.8.4.3 Results

Two experiments were performed in total on the two datasets considered. The
experiments consisted of a fall vs ADL scenario and another scenario in which ADLs
were conisdered individually to provide a combined fall and ADL recognition system.
The results for each of the experiments have been presented in this section. The
network was trained using an Adam optimizer for 40 epochs with early stopping
being used to retain the best performing model before running it on the test set.
Also, during training, the network was tasked to maximize the average recall of all
classes combined to ensure that positive samples of each class were prioritized for
correct detection, however, in addition to recall, the precision, specificity and F1-
score have also been reported in the results presented for the sake of completeness.

One ADL vs Individual Falls
In this experiment, all the ADLs were considered a single class while the categories for
falls were retained as per individual directions and severity levels. Table 49 presents
the results for this experiment with the SisFall dataset for which an average recall of
90.02% was achieved. It can be observed that the network is able to determine ADLs
very well achieving a recall of 99.93%. Considering falls, the class LHF' is the worst
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Figure 28. ConvLSTM-attention Network.
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performing fall which has been detected with a recall of only 68.42%. It was observed
that falls from LHF were confused with forward falls and LSF. The best performing
fall is FHF with a recall of 98.28%.

Table 49. Results for SisFall: One ADL vs. Individual Falls

. Precision Sensitivity/ Specificity F1l-score
Activity/ Fall (%) Recall (%) (%) (%)
BHF 100 94.74 100 97.30
BSF 94.74 94.74 99.88 94.74
FHF 83.82 98.28 99.36 90.48
FSF 94.20 84.42 99.76 89.04
LHF 81.25 68.42 99.83 74.29
LSF 89.61 89.61 99.53 89.61
ADL 99.8 99.93 98.96 99.87
Average 91.92 90.02 99.62 90.76

Table 50. Results for K-Fall: One ADL vs. Individual Falls

.. Precision Sensitivity/ Specificity F1l-score
Activity/ Fall (%) Recall (%) (%) (%)
BHF 100 92.00 100 95.83
BSF 98.00 96.08 99.90 97.03
FHF 82.93 91.89 98.63 87.18
FSF 93.41 85.00 99.4 89.01
LHF 78.57 88.00 99.44 83.02
LSF 96.97 96.00 99.70 96.48
ADL 99.45 99.72 98.93 99.59
Average 92.76 92.67 99.43 92.59

Table 50 presents the results for the K-Fall dataset when all ADLs are combined in
to one class. It can be observed that like the case for the SisFall dataset, the ADLs in
this case have been detected very well, resulting in a recall of 99.72%. Considering the
performance of falls, the best performing fall classes were BSF' and LSF for which a
recall of 96% was achieved. The worst performing fall class in this case was F'SF with
a recall of 85%.

Individual ADL vs Individual Falls
In this experiment, individual ADLs were considered as separate classes in addition
to the six fall classes mentioned before. This exercise was carried out to assess the
designed systems performance as a combined ADL recognition and fall detection
system. The result for the SisFall dataset are presented in Table 51. The average
recall achieved for this experiment using the SisFall dataset is 91.49%.

Considering fall performance, it can be observed from Table 51 that the class
BSF' is the best recognized fall, having a recall of 94.74% with the fall LHF being
the worst recognized one with a recall of 73.68%. The best recognized ADL is the
class W with a near perfect recall of 99.06%. The worst recognized ADL is S with
96.98% which is not a large difference compared to the performance for falls. Table
77?7 presents the results of the network for the K-Fall dataset for this experiment. It
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Table 51. Results for SisFall: Individual ADLs vs. Individual Falls

Activity/ Precision Sensitivity/ Specificity F1-score
Fall (%) Recall (%) (%) (%)
BHF 89.47 89.47 99.88 89.47
BSF 100 94.74 100 97.30
FHF 86.89 92.98 99.51 89.83
FSF 94.37 87.01 99.75 90.54
LHF 70.00 73.68 99.64 71.79
LSF 88.89 93.51 99.44 91.14
J 98.44 97.42 99.53 97.93
S 97.97 96.98 99.73 97.47
SB 94.74 90.00 99.81 92.31
W 98.00 99.06 98.39 98.53
Average 91.88 91.49 99.57 91.63

can be observed that in this case, the best performance for the fall categories is both
for BSF and LSF each of which have a recall of 98%. The worst performing fall is
the class BHF , it was observed that samples from this class were confused with the
class BSF. For the case of ADLs, the best performing ADL for the K-Fall dataset is
SB with a recall of 97.5% with the worst being the class J.

2.8.4.4 Discussion

When comparing the performance of ADLs and falls overall for both experiments,
it can be observed that ADL recognition performance was much better than the
performance for fall detection. For both experiments conducted, when comparing the
performance of the network across datasets, the network performs better on the K-Fall
dataset compared to the SisFall dataset. This could be attributed to the difference
in the volunteer make up of the participants as K-Fall mostly had young people
volunteering to perform falls whereas SisFall contains a wide variety of age groups
and gender make up in its volunteers. To gather further insights in to the performance
of the network in terms of fall detection for the two experiments conducted across both
datasets, Figure 29 illustrates the networks performance for falls for both datasets
and experiments. An average recall of 88.37% was achieved for the SisFall dataset
and 91.49% for the K-Fall dataset for the one ADL vs individual falls experiment
and 88.57% and 91.33% respectively for the individual ADL and individual falls
experiment. It can be observed that the classes LSF, FHF and BSF were recognized
very well, each achieving a recall of nearly 90% or higher. The class FHF was also
detected sufficiently well, achieving an average recall of more than 86% across all
experiments. For SisFall, the least performing class was LHF and for K-Fall it was
BHF.

Figure 30 investigates the performance of the network when considering different
fall severity levels for all the experiments. It can be observed that soft falls have
been consistently better recognized compared to hard falls. This difference is largest
(6%) when individual ADLs are considered as separate classes for both datasets. For
the experiment where ADLs are grouped in to a single class, there is only a slight
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Fall Results: Both Experiments
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Figure 29. Fall detection performance for both experiments.

difference observed between the fall severity levels for the K-Fall dataset whereas for
SisFall, there is still a significant difference of more than 5% between the detection
of soft and hard falls.
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Figure 30. Fall severity performance.

In Figure 31, the results from the experiments for fall direction have been illus-
trated. In this case, the performance of the network for tests using SisFall yield best
results for falls in the backward direction with falls in the lateral directions being
recognized the worst. In contrast, for the K-Fall dataset, falls in the lateral direc-
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Figure 31. Fall direction performance.

tion have been detected quite well, followed by backfward falls and forward falls. In
order to gauge the performance of the network, the work of We et al. [459] was
used as a comparison as they also utilize sequential modeling in their work and cater
to non-binary fall detection as well. Table 53 and 54 presents the results for both
experiments with the cases where the work of Wu et al. outperforms the presented
method highlighted. It can be observed that the presented method outperforms the
method of [459] sufficiently well. Another thing to note is that as observed with the
results presented, a similar pattern of variation was observed for both data sets with
respect to the two experiments in that a degradation was observed for experiments
for K-Fall whereas an improvement was observed for SisFall.

Table 53. Comparison with State of the art (Individual ADLs vs. Individual Falls.)

Sensitivity /Recall (%)

Activity /Fall

(] Work of [459] Proposed work Work of [459] Proposed work
BHF 63.16 94.74 92.00 92.00

BSF 86.84 94.74 96.08 96.08

FHF 77.59 98.28 83.78 91.89

FSF 76.62 84.42 90.00 85.00

LHF 68.42 68.42 64.00 88.00

LSF 77.92 89.61 93.00 96.00

ADL 98.78 99.93 99.58 99.72
Average 78.48 90.02 88.35 92.67

3 Conclusion

Fall detection is an important task in the field of ambient assisted living. Towards this
end, four experiments were performed in this chapter. In the first experiemt, a fall
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Table 54. Comparison with State of the art (Individual ADLs vs. Individual Falls.)

Sensitivity /Recall (%)

Activity /Fall

( Work of [459] Proposed work Work of [459] Proposed work
BHF 58.33 89.47 76.00 76.00
BSF 87.50 94.74 100 98.04
FHF 83.33 92.98 91.89 95.95
FSF 81.25 87.01 89.00 88.00
LHF 41.67 73.68 64.00 92.00
LSF 81.25 93.51 95.00 98.00
J 98.77 97.42 55.45 87.13
S 88.71 96.98 81.17 90.91
SB 83.78 90.00 87.50 97.50
\WY% 96.12 99.06 87.30 95.24
Average 80.07 91.48 82.74 91.88

Table 55. Results for the four Experiments for the SisFall dataset (F1-Score[%])

Activity/Fall Exp. 1 Exp. 2 Exp. 3 (One ADL) Exp. 3 (Ind ADLs) Exp. 4 (One ADL) Exp. 4 (Ind ADLs)

BHF 87.27 83.02 95.65 85.71 97.30 89.47
BSF 95.08 90.76 97.87 82.05 94.74 97.30
FHF 72.43 80.47 90.91 75.00 90.48 89.83
FSF 73.25 77.18 86.67 95.83 89.04 90.54
LHF 66.67 67.80 69.57 83.15 74.29 71.79
LSF 84.65 82.73 89.58 91.09 89.61 91.14
J - 98.27 96.71 - 97.93
S - 96.20 96.77 - 97.47
SB - 85.71 87.32 - 92.31
W - 98.46 97.42 - 98.53
ADL - - 99.77 - 99.93 -

Overall Average - 86.06 90.02 89.11 90.76 91.63
Fall Average 79.89 80.52 88.38 85.47 89.24 88.34
ADL Average - 94.66 99.77 94.55 99.87 96.56

only detection system that considers the direction as well as the severity of falls was
presented. Inertial measurement sensor data from a publicly available dataset was
used to carry out this task. Following a typical machine learning pipeline, the data
was first preprocessed by extracting equal duration segments from the accelerometer
and gyroscope sensor signals based on the acceleration magnitude. This is followed
by the computation of various time and frequency domain features for each of these
segments. The next step is feature selection and classification which is performed by
using four different machine learning algorithms popular in fall detection systems.
First, a baseline performance is established and then feature reduction is performed
aiming to maintain or improve algorithm performance by elimination of redundant
features. It was observed that the weighted F1-score improved slightly (by just over
1%) for both experiments.

The other three experiments considered activity of daily living and fall detection
simultaneously. For the second experiment, utilizing inertial sensor data, a hierarchi-
cal classification framework using wavelets and adaptive pooling was presented. To
achieve this, inertial sensor recordings (accelerometer and gyroscope) from the Sis-
Fall dataset were utilized and windowed segments were extracted from each recording.
Following this, a level-4 haar wavelet was used to extract wavelet coefficients from
these windowed segments and then 4-2-1 1-D Spatial Pyramid pooling was used to
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summarize the output of the wavelet feature coefficients at each approximation and
detail level before the max pooled coefficients were concatenated to form the final
feature vector. A hierarchical classification scheme was then used consisting of three
classification stages, one for determining individual ADLs versus a generic fall and the
second and third for fall direction and severity respectively with both voting together
to determine the severity and direction of a fall. Towards this end, experiments were
conducted to determine the most appropriate size of the observation window as well as
sensing modality used. It was found that for the proposed setup, a window duration
of 3 seconds produced the best results while using data from both the accelerometer
and gyroscope. In the third experiment, Inertial Measurement Unit (accelerometer
and gyroscope) data from the SisFall dataset is first windowed into non-overlapping
segments of duration 3 seconds. After suitable data augmentation for the minority
classes, the windowed segments are passed to a Convolutional Neural Network for
feature extraction. The CNN is trained to maximize the unweighted average recall
for the validation partition. Once the CNN is trained, an XGBoost last stage is used
for classification. Experiments conducted on the test set achieve an unweighted aver-
age recall of 88% for both the one ADL versus individual falls and individual ADLs
versus fall experiments. In comparison with other techniques used for this task, the
proposed scheme produces sufficiently better results, thereby demonstrating the effi-
cacy of the proposed method. Lastly, a ConvLSTM network with attention has been
used for detection of falls considering fall direction and severity. Using data from the
SisFall and the K-Fall datasets, two experiments were conducted on inertial sensor
data. The first considered falls versus ADLs and the other combined ADL recognition
and fall detection. Results for both experiments achieved an average recall of more
than 90%. The results from the cross-dataset performance indicate to the robustness
of the designed methodology.

Table 55 presents the F-1 scores for the four experiments considering fall detection
with direction and severity for the SisFall dataset. For experiment 1, only the fall
detection with direction and severity part has been reported. A progression can be
observed in the detection of falls wherein an increase of nearly 8.5% in the average
F1-score was achieved.
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CHAPTER VI

CONCLUSION AND FUTURE WORK

1 Conclusion

This dissertation provided a coverage of the use of Internet of Things towards the
development of smart communities. While doing so, the main applications of ML /DL
algorithms as well as optimization algorithms were discussed and mapped. Further-
emore, other technological components of the IoT such as sensing, communication,
security and privacy were also talked about. Lastly, considering the case of smart
health, specifically fall detection, experimentation and analysis was conducted and
the results presented.

In this regard, the usage of inertial sensor data has been very popular as they do
not restrict a users movement and are also easy to deploy compared to other methods.
Four approaches that considered fall detection with direction and severity were pre-
sented. In this regard, four experiments were conducted, first was the development
of a fall only detection system whereas the other three were for a combined ADL and
fall system. For the other three experiments, a hierarchical and two deep learning
based approaches were tested. The designed methodologies were compared to the
state of the art and were found to outperform them.

2 Contribution

The Internet of Things has spearheaded tremendous change in society by allowing for
capturing measurements in different facets of our daily lives. With such a fundamental
impact being made, it is pertinent that researchers commit to analyzing the current
penetration that IoT possesses in city operation and also providing impetuses for
new and novel application development. This work aims to address these needs by
discussing the use and role of the internet of things in smart communities. The
contribution of the work are as follows:

1. Provide a coverage of the IoT based smart city ecosystem in terms of the tech-
nologies utilized. Discussion has been provided about the sensors, communi-
cation technologies as well as the [oT architectures that enable [oT smart city
development. Finally a review of the security and privacy issues was also dis-
cussed.

2. Present a study of the uses of ML and DL methods for different applications of
smart cities in an IoT context. To this end, the type of architecture employed
and the data source type were also covered.
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3. The use of optimization algorithms in IoT smart cities has been provided. To
the best of our knowledge, this is the first comprehensive review of optimization
algorithms in IoT Smart Cities.

4. Considering the case of smart health, methodologies have been devised for the
novel case of fall detection with direction and severity detection. In this respect,
the performance time, frequency domain and statistical features on inertial
sensor data has been analyzed and presented.

5. A combined activity of daily living and fall detection framework with fall di-
rection and severity consideration has been discussed. Four approaches in
this regard have been presented, one utilizing time-frequency information us-
ing wavelets along with a hierarchical classification scheme, third a Convolu-
tional Neural Network-eXtreme Gradient Boost combination and the last being
a ConvLLSTM has been proposed. The proposed approaches has been shown to
outperform the state of the art in the field.

3 Future Work

The IoT is revolutionizing development of smart city applications. There are several
opportunities. Some of these are listed below:

o [oT Systems for Smart Cities

— A major research area is in the security and privacy of IoT in smart cities in
terms of encryption techniques, authentication protocols, data anonymiza-
tion techniques and other methods to prevent unvalidated access to the IoT
network. As mentioned before technologies such as blockchain could help
introduce access tracking and control, secure device discovery, prevention
of spoofing, data loss while ensuring that end to end encryption is also
used.

— Of the data transfer standards developed till now for IoT, many are not
compatible with each other. Work needs to be carried out in this regard to
enable intercommunication of sensor nodes using different protocols while
utilizing low power, which is imperative for sensor nodes in the network.

— Another area to work on, is the development of efficient storage techniques
and low power hardware which can reduce operational costs. From a de-
ployment perspective, decentralized systems have been proposed as the
best solutions to increase reliability of the application. Techniques such as
federated learning allow for decentralized DL system deployments.

e Al/Combinatorial Optimization in IoT Smart Cities

— The development of data fusion techniques that can make the use of het-
erogeneous data sources easier, intelligent data reduction/feature selection
methods to ensure that redundant or 'uninteresting’ data is not part of the
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AT development pipeline. This will help in a quicker turnaround time as
well as improved performance of deployments. Current methods need to be
used as well as new ones be researched for making ML and DL algorithms
more explainable to suit the various applications in a smart city.

— Hybrid and novel optimization methodologies (for e.g. graywolf optimiza-
tion [493]) which combine characteristics of multiple heuristic schemes
could potentially outperform singular methodologies. There have been
several works which combine multiple optimization techniques.

— Reinforcement learning (RL) has the potential to provide solutions to com-
binatorial optimization problems as covered in [494]. The idea is to use
machine learning and reinforcement learning to get rid of human created
heurists which may lead to optimizations towards local optimums. Agents
can be trained to search for these heuristics to automate the process.

o Smart Health: Fall detection

— The addition of additional sensor modalities apart from intertial sensor
measurements might help improve performance for the worst detected
classes from the experiments conducted. Various authors have incorpo-
rated medical or pressure sensors in their fall detection systems. Data
from these sensors can be used together as an input to a deep learning
network. This additional information gathered for subjects while under-
going a fall could also describe valuable health parameters that can be used
for diagnosis or early detection of ailments which might be the underlying
cause of falls.

— Another work opportunity in the data science domain would be the as-
sessment of this problem considering a data centric approach, where, in
contrast to a model centric approach where the focus is on developing the
best model, data centric focuses on working with data to improve applica-
tion performance using systematic procedures for labeling, augmentation
etc. Such systematic procedures and qualitative data analysis would aid
in cross-dataset algorithm deployment as well.
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Appendix A: Sample Plots for different fall categories

Sample plots of the windowed accelerometer and gyroscope measurements of

different fall types.
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Figure 1. Accelerometer and Gyroscope measurements: Forward Hard Fall
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Appendix B: Acronyms

ABC - Artificial Bee Colony

ACO - Ant Colony Optimization

AdaBoost - Adaptive Boosting

ADL - Activity of Daily Living

AT - Artificial intelligence

ANN - Artificial Neural Networks

Bi-LLSTM - Bi-Directional Long Short-Term Memory
CERT - Computer Emergency Response Team

CNN - Convolutional Neural Networks

CO - Carbon Monoxide

CO2 - Carbon Dioxide

DARPA - Defense Advanced Research Projects Agency
DDOS - Distributed Denial of Service

DE - Differential Evolution

DER - Distributed energy resource

DOS - Denial of Service

DL — Deep Learning

DLEFN - Deep Learning Entrusted to Fog Nodes
DNN - Deep Neural Networks

DT - Decision Tree

EBT - Ensemble Bagged Tree

EC - Ensemble Classifier

ECG - ElectroCardioGram

EEG - ElectroEncepheloGram

EMG - ElectroMyoGram

ETSI - European Telecommunications Standards Institute
FANs - Field Area Networks

FDS - Fall Detection System

FN - False Negative

GA - Genetic Algorithm

GRU - Gated Recurrent Units

GSM - Global System for Mobile Communications
HANSs - Home Area Networks

ICT - information and communication technologies
IEEE - Institute of Electrical and Electronic Engineers
IETF - Internet Engineering Task Force

IQ Range - Interquartile Range

IMU — Inertial Measurement Unit
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[0T - Internet of Things

ISM - Industrial, Scientific and Medical

K-NN - K-Nearest Neighbor

LDA - Linear Discriminant Analysis

Li-Fi - Light Fidelity

LoRaWAN - Long Range Wide Area Network
LPWAN - Low Power Wide Area Network
LR - Logistic Regression

LSDVRP - Large-scale Dynamic Vehicle Routing Problem
LSTM - Long Short-Term Machine

LTE - Long-Term Evolution

MITM - Man in the Middle

ML - Machine Learning

MVRP - Multidepot Vehicle Routing Problem
NANSs - Neighborhood Area Networks

NB - Naive Bayes

NB-IoT - Narrow Band IoT

NFC - Near Field Communication

OSP - Optimal Sensor Placement

PCA - Principal Component Analysis

PIR - Passive InfraRed

PMU - Phase Measurement Units

PSD - Power Spectral Density

PSE - Power Spectral Entropy

PSO - Particle Swarm Optimization

PPCA - Probabilistic Principal Component Analysis
PV - photo voltaic

P2I - Pedestrian to Infrastructure

QSVM - Quadratic Support Vector Machine
RBF - Radial Basis Function

RF — Radio Frequency

RFC - Random Forest Classifier

RFID - Radio Frequency Identification
RF-RFE - Random Forest Recursive Feature Elimination
RMS - Root Mean Squared

RNN - Recurrent Neural Networks

SAE - Stacked Autoencoder Networks

SAX - Symbolic Aggregate Approximation
SHM - Structural Health Monitoring

SMYV - Signal Magnitude Vector

SWOT - Strength Weaknesses Opportunities Threat
SVM - Support Vector Machine

TLS - Transport Layer Security

TP - True Positive

VANET - Vehicular Adhoc NETworks
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VM - Voting machine

VRP - Vehicle Routing Problem
VRPPDTW - Vehicle Routing Problem Pick-up and Delivery with Time Win-
dows

V2V - Vehicle to Vehicle

V2I - Vehicle to Infrastructure

V2P - Vehicle to Pedestrian

WANSs - Wide Area Networks

Wi-Fi - Wireless Fidelity

Wi-SUN - Wireless Smart Utility Network
WPA2 - Wi-Fi Protected Access 2

WSNs - wireless sensor networks
XGBoost - Extreme Gradient Boost
Z-Wave - Zensys Wave
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