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ABSTRACT

FAST AND ROBUST HYBRID FRAMEWORK FOR INFANT BRAIN CLASSIFICATION FROM STRUCTURAL MRI: A CASE STUDY FOR EARLY DIAGNOSIS OF AUTISM

Amir Alansary

August 12, 2014

The ultimate goal of this work is to develop a computer-aided diagnosis (CAD) system for early autism diagnosis from infant structural magnetic resonance imaging (MRI). The vital step to achieve this goal is to get accurate segmentation of the different brain structures: white matter, gray matter, and cerebrospinal fluid, which will be the main focus of this thesis. The proposed brain classification approach consists of two major steps. First, the brain is extracted based on the integration of a stochastic model that serves to learn the visual appearance of the brain texture, and a geometric model that preserves the brain geometry during the extraction process. Secondly, the brain tissues are segmented based on shape priors, built using a subset of co-aligned training images, that is adapted during the segmentation process using first- and second-order visual appearance features of infant MRIs. The accuracy of the presented segmentation approach has been tested on 300 infant subjects and evaluated blindly on 15 adult subjects. The experimental results have been evaluated by the MICCAI MR Brain Image Segmentation (MR-BrainS13) challenge organizers using three metrics: Dice coefficient, 95-percentile Hausdorff distance, and absolute volume difference. The proposed method has been ranked the first in terms of performance and speed.
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CHAPTER I

INTRODUCTION

Medical imaging is the science dealing with techniques and processes for creating visual images of the different body organs for diagnostic and treatment purposes. Medical imaging plays an important role in the improvement of public health due to its ability to provide both anatomical and functional information about the different body organs. Therefore, they can assist radiologists and physicians in disease diagnosis, therapy planning and treatment decisions. There are different imaging modalities and processes to image the body such as structural magnetic resonance imaging (MRI), computed tomography (CT), and ultrasound (US). These modalities enable the acquisition of images for almost all types and sizes of different structures with acceptable degrees of contrast and resolution. Each of these modalities (see e.g., figure 1, figure 2, and figure 3) has its own techniques to find relevant physiological information of the organ being imaged, in addition to its own advantages and drawbacks. Medical images can be classified based on their modalities (figure 2) or based on the type of information that they provide (i.e., the structure or the function of the organ being imaged, see figure 3).

Advances in medical imaging and hardware techniques provide radiologists and physicians with high dimensional (i.e., 3D and 4D) data. Therefore, yielding a great deal of information to be analyzed and evaluated for diseases diagnosis. However, the accurate analysis of this huge data by radiologists is challenging. Therefore, there is an urgent need to develop smart softwares, called computer-aided diagnosis (CAD) systems in the medical field, to help the radiologists and
Figure 1. Different types of medical images: (a) magnetic resonance imaging (MRI) of the brain, (b) computed tomography (CT) image of the kidney, (c) ultrasound (US) image of the fetus, (d) positron emission tomography (PET) image of the lung, and (e) single photon emission computed tomography (SPECT) image of the liver.

Figure 2. Classes of medical image modalities.

the physicians for accurate and fast diagnosis of diseases. Since, the main focus of the work presented in this thesis is the accurate extraction of brain structures, the best medical imaging modality to describe the brain is structural magnetic resonance imaging (MRI), including (T1-weighted, T2-Weighted, and proton density-weighted MRI, which will be described in more detail in the following section.
Figure 3. Categories of medical image modalities based on the type of information that they provide about the organ being imaged i.e., structural or functional imaging.

A Magnetic Resonance Imaging (MRI)

Magnetic resonance imaging (MRI) is an imaging modality used primarily in medical settings to produce high quality images of the inside of the human body, which is based on the principles of nuclear magnetic resonance (NMR) [1]. NMR is a spectroscopic technique used to obtain microscopic physical and chemical information about molecules. The technique was called MRI rather than NMRI because of the negative meaning associated with the word nuclear in the late 1970s. MRI has become the most powerful non-invasive tool for clinical diagnosis of a disease [2]. Fat and water are the primary components in the human body. They contain many hydrogen atoms which make the human body approximately 63% hydrogen atoms. The main principle of MRI is based on the use of a strong static
magnetic field in which the hydrogen nuclei in human tissues are aligned parallel to that field. Each nucleus inside the hydrogen atom is comprised of a single proton. The proton possesses a property called spin which: (i) can be thought of as a small magnetic field, and (ii) will cause the nucleus to produce an NMR signal. After using the strong magnetic field, an external radio frequency (RF) pulse is applied to the unpaired magnetic spins (protons) aligned in the static magnetic field, force them to spin in different directions [3]. Energy emission and periodic absorption stem from the interaction between the RF and proton spins. Protons release detectable signals (energy) when they relax back to their lower energy (equilibrium) state. These signals are spatially encoded and are used to construct the MR image. Each tissue type (e.g. muscle, fat, cerebral spinal fluid) send back a different type of tissue-specific signals following the application of the same RF pulse. MR image contrast is strongly dependent on the image acquisition technique. Different components of the scanned area can be highlighted using different pulse sequences: a preselected strength, shape, and timing of defined RF and gradient pulses (external fields). The major advantages of MRI scans are: (i) they can be safely used in people who may be vulnerable to the effects of radiation, such as pregnant women and babies, as they do not involve exposure to radiation, (ii) they are particularly useful for showing soft tissue structures, such as ligaments and cartilage, and organs such as the brain, heart and eyes, and (iii) they allow problems with blood circulation, such as blockages, to be identified, as they can provide information about the blood motions through certain organs and blood vessels. Generally, MRI can be used to acquire planar 2D images (figure 5), 3D volumes (figure 6), or sequences of 3D volumes (i.e., 4D images see, figure 7). Most commonly-known specialized MRI techniques are shown in figure 4. The different MRI types are explained in more detail in the following section.
Figure 4. Different specialized MRI acquisition techniques.

Figure 5. 2D MR image of the knee. Courtesy of [4]
Figure 6. Typical 3D MRI of the brain, captured in three views: (a) sagittal plane, (b) coronal plane, and (c) axial plane.

Figure 7. Typical 4D (3D plus time) cardiac MRI data. Images are acquired at different sections covering the heart (from basal to apical) and each section consists of a time series of 25 images over the cardiac cycle.
1 Structural MRI

Structural magnetic resonance imaging (MRI) is a scanning technique for examining the physical structure of the different brain tissues. The amount of energy (or signal strength) on the MRI primarily depends on the magnetic relaxation properties of body atomic nuclei. The time taken by nuclei to return to their baseline states after applying the RF pulse (time of the relaxation process), is known as longitudinal relaxation time (T1) or transverse relaxation time (T2), based on the orientation of the component with respect to the magnetic field. Every human body tissue has its own T1 and T2 values, which depend on proton concentration in this tissue in the form of water and macromolecules.

T1 weighted image (T1-WI) is one of the commonly-run clinical scans based on pulse sequences in MRI, and demonstrates the differences in the T1 relaxation time of the net magnetisation vector (NMV) of tissues, i.e., most of the contrast between tissues is due to differences in tissue T1 values. Fat appears bright on a T1 weighted image as it has a large longitudinal and transverse magnetization. Conversely, water has low signal and appears dark as it has less longitudinal magnetization prior to an RF pulse, and therefore has less transverse magnetization after an RF pulse. Thus, T1-WI is the best MRI method for demonstrating anatomical details.

T2 weighted image (T2-WI) is another type of the basic pulse sequences in MRI and demonstrates the differences in the T2 relaxation time of tissues. Usually, it is used to show high contrast between fluid, abnormalities (e.g., tumors, inflammation, trauma), and the surrounding tissues. Therefore, it is the best MRI method for pathological details. The T2-WI relies upon the transverse relaxation of the net magnetisation vector (NMV). In practice, T1- and T2-weighted images provide complementary information, so both are important for characterizing abnormalities.

Finally, the proton density (spin density) weighted (PD-weighted) scans
Figure 8. Examples of MRI brain scans: (a) T1-weighted, (c) T2-weighted images, and (b) proton density. The images have very different image contrasts that reveal specific information about various structures in the brain.

have no contrast from either T1 or T2. The only signal change is due to differences in the amount of available spins (hydrogen nuclei in water). The main advantage of the PD-weighted images is the increase in contrast between fluid and non-fluid tissues. However, PD-weighted images usually show less contrast resolution than T1- and T2-weighted images. This is due to the fact that the difference in hydrogen concentration (proton density) of soft tissues is relatively small. The main strength of structural MRI is that it offers the best soft tissue contrast among all image modalities. Moreover, it is a dynamic technology that can be optimized to tailor the imaging study to the anatomical part of interest and to the disease process being studied. In this regard, structural MRI offers different degrees of dynamic optimization. For instance, the imaging plane can be optimized to the anatomical area being studied (axial, coronal, sagittal, see figure 6), and multiple oblique planes can be captured with equal ease. In addition, as described above, the signal intensities of the imaged tissues can be controlled by selecting the type of the scan: either proton density, T1-weighted, or T2-weighted [2, 5, 6] (see, figure 8). Moreover, a pulse sequence is designed and imaging parameters are optimized for a given type of scan in order to produce the desired image contrast (see figure 9).
2 Dynamic Contrast-Enhanced MRI (DCE-MRI)

Although structural MRI gives an excellent soft tissue contrast, it lacks functional information. Dynamic contrast-enhanced MRI (DCE-MRI) is a special MR technique that has the ability to provide superior information of the anatomy, function, and metabolism of target tissues [8]. The DCE-MRI enables analysis of blood vessels generated by a tumor. Its technique involves the acquisition of serial MR images with high temporal resolution before, during, and at several times after the administration of a contrast agent. This contrast agent is blocked by the regular brain-blood-barrier but is not blocked in the blood vessels generated by the tumor. It enables analysis of blood vessels generated by a tumor. In DCE-MRI, the signal intensity in target tissue changes in proportion to the contrast agent concentration in the volume element of measurement (voxel). Also, DCE-MRI is commonly used to enhance the contrast between different tissues, particularly normal and pathological. Figure 10 shows typical examples of dynamic MRI time series data of the kidney, heart, and prostate.

Dynamic MRI has gained significant attention owing to the lack of ionizing radiation, increased spatial resolution, ability to yield information about the hemodynamic (i.e., perfusion) properties of tissues, micro-vascular permeability,
Figure 10. Dynamic MRI images taken at different time points post the administration of the contrast agent showing the change of the contrast as the contrast agent perfuse into the tissue beds for (a) kidney; (b) heart, and (c) prostate.

and extracellular leakage space [9]. It has been extensively used in many clinical applications, including detection of pathological tissue, e.g., brain tumors, analysis of myocardial perfusion [10], early detection of acute renal rejection [11–17], and detection of prostate cancer [18, 19].

DCE-MRI technique employs the administration (oral, rectal, intravesical, or intravenous) of contrast agents prior to the medical scan, unlike structural MRI where the contrast mainly relies on the intrinsic magnetic relaxation times T1 and T2. However, T1 and T2 are often too limited to enable sensitive and specific diagnosis due to their intrinsic contrast. In the brain, the widely used clinical agent (e.g., gadolinium) is confined by the blood brain barrier and behaves basically like an intravascular agent. In other tissue beds, such as heart and kidney, gadolinium behaves as a leakage agent and namely distributes in the extra cellular extra vascular space. Parameters can be derived from the reflection of the agent to the tissue bed after short times (up to about two minutes) following the administration of the contrast agent at DCE-MRI. The main role of the contrast agents’
usage is to increase the image contrast of anatomical structures (e.g., blood vessels), which are not easily visualized by the alteration of the magnetic properties of water molecules in their vicinity. This in turn improves the visualization of tissues, organs, and physiological processes. Several types of contrast agents are used in clinical practice and their choice is based on the imaging modality. Specifically, there are several types of contrast agents in MRI such as paramagnetic agents, super-paramagnetic agents, extracellular fluid space (ECF) agents, and tissue (organ)-specific agents as shown in figure 11.

Super-paramagnetic contrast agents are based on water insoluble iron oxide crystals, usually magnetite (Fe3O4) or maghemite (γ-Fe2O3). These contrast agents are suitable for MRI scans of the gastrointestinal tract (GI), such as liver, spleen, esophagus, the stomach, etc. The super-paramagnetic can be classified into super-paramagnetic iron oxide particles (SPIO) and ultra small super-
paramagnetic iron oxide particles (USPIO) [20]. The gadolinium-based contrast agents are considered as the most successful MRI contrast agents that have been widely investigated. Gadolinium, a rare metal, is a non-toxic paramagnetic contrast agent that enhances the detected MR signal. It produces high contrast images of soft tissues by decreasing T1 relaxation times of water protons in living tissue in the vicinity of the paramagnetic contrast agent. The MRI does not utilize radioactive materials such as high frequency or X-ray in cardiovascular, oncological, and neurological imaging.

3 Diffusion MRI (dMRI)

Diffusion MRI (dMRI), a modification of regular MRI techniques, is extensively being used to study the anatomy of the brain and has been an important area of study in the past decade [21]. It offers valuable information about the structure of the human brain that could not be acquired from conventional MRI [22]. dMRI can distinguish water diffusion behaviour in brain tissues, such as anisotropic diffusion in white matter. Tissue segmentation based on dMRI parametric images provides complementary information of tissue contrast to the tissue segmentation based on structural MRI data, which can be employed to define accurate tissue maps when dealing with fused structural and diffusion data [23]. This enables the study of the segmented tissue’s diffusivity in neurodegenerative and neurological diseases. More recently, diffusion and functional MRI have emerged in diffusion functional MRI (DfMRI) as it was suggested that could also get images of neuronal activation in the brain from dMRI [24]. Sometimes MRI techniques that depend on contrast agents (e.g., gadolinium-based) are harmful for the body (e.g., patients with kidney problems). Diffusion MRI decrease the severity of using these MRI techniques as it has the advantage of being acquired very rapidly, without the use of any intravenous contrast material or specialized hardware. It is based on the measurement of micromovements (random, Brownian) of extracellu-
lar water molecules inside the body. These movements provide indirect information about the structures surrounding these water molecules. Basically, it focuses on the movements of the water molecules inside the body. Diffusion MRI can be classified into three main types, namely, diffusion-weighted imaging (DWI), diffusion tensor imaging (DTI) and diffusion spectrum imaging (DSI).

**Diffusion-weighted imaging (DWI)**

Diffusion-weighted imaging (DWI) is used to obtain images whose contrast depends on the differences in water molecule mobility by adding diffusion magnetic field gradients during data acquisition. The b-factor (in s/mm²) defines the degree of diffusion weighting of the sequence, which depends on the amplitude of the field gradient, time of application, and time interval between the magnetic field gradients. Figure 12 shows a typical DWI-MRI for the prostate. DWI is a well-established MRI method that has been successfully used for tumor localization and diagnosis [25], investigation of brain disorders, such as epilepsy, multiple sclerosis, brain abscesses, brain tumors and hypertensive encephalopathy [26], and *in-vivo* study of aspects of tissue microstructure [27].

Figure 12. Typical diffusion MR images for the prostate at (a) b-value of 0 s/mm² and (b) b-value of 800 s/mm².
Figure 13. Colored streamlines represent likely paths of nerve fiber bundles. This data was extracted from a diffusion imaging data set. Courtesy of Schultz [29].

**Diffusion tensor imaging (DTI)**

Diffusion tensor imaging (DTI) is another diffusion MRI type that is based on the Brownian motion measurements of water molecules in tissue. DTI is a newly-developed MRI technique to study *in-vivo* tissue microstructure (e.g., the connectivity between different brain areas). This MRI modality enables the scientist to look at the network of nerve fibers. Nowadays, DTI has been investigated by neuroscientists to study a number of disorders (e.g., addiction, epilepsy, traumatic brain injury, and various neurodegenerative diseases) and to demonstrate subtle abnormalities in a variety of diseases, (e.g., stroke, multiple sclerosis, dyslexia, and schizophrenia) [26–28]. Figure 13 shows an example of brain nerve’s connectivity bundles obtained from a 3D DTI data set.
Diffusion spectrum imaging (DSI)

Diffusion spectrum imaging (DSI) is a diffusion MRI technique that is used in deriving the Connectome data sets. Diffusion weighted imaging has been proven as a useful MR technique in studying in-vivo fibrous connectivity. However, it cannot directly image fiber crossings within a single voxel due to its sensitivity to intra-voxel heterogeneities in diffusion directions caused by crossing fiber tracts [30]. To overcome this limitation, Diffusion spectrum imaging (DSI) generalizes the DTI to map complex structures such as crossing fibers. Thus, DSI provides more accurate mapping of axonal trajectories than other diffusion imaging approaches [30]. The disadvantages of DSI are that it requires several hundred images compared with DTI and DWI and requires long acquisition times [31].

4 Functional Magnetic Resonance Imaging (fMRI)

Functional MRI (fMRI) extends MRI to detect functional changes in the human organ caused by neuronal activity. Many physicians use fMRI to measure the surgery risk for a patient and to learn how a healthy, diseased or injured organ is functioning [32]. They use fMRI maps to identify areas correlated to critical functions such as speaking, studying, moving, or watching TV. These maps are useful for surgery or radiation therapy planning. Also, many clinicians use fMRI to generate anatomical maps for detecting tumors, stroke, head and injury effects, or diseases such as Alzheimer’s [33]. fMRI is used widely in brain to study the activated area of the brain after certain stimuli and to map changes of brain hemodynamics that correspond to mental operations. The technique has the ability to observe brain function as well as which structures participate in specific functions [34]. Functional MRI acquires consequences images, one while the brain is in rest state followed by another one after the brain is stimulated in some way. The areas of brain activation are determined as any regions which are different between the two scans. Functional MRI allows radiologists to better understand brain orga-
Figure 14. Functional MRI image of a normal person reading. The arrow points to the part of the brain that is activated. Courtesy of Narayana and Xiong [38].

zation and to assess neurological status and neurosurgical risk. Unlike Electroencephalography (EEG) that provides surface information (brain waves) through electrodes mounted on the patients’ scalp, fMRI has the advantage of providing in-depth details of what is inside the brain. Clinical applications of fMRI include epilepsy surgery [35], diagnosis of schizophrenia [36], and cerebral injury [37]. A typical fMRI for the brain of a normal person reading is shown in figure 14. The arrows point to parts of the brain that are activated. As demonstrated in the figure, the fMRI can determine the changes in particular regions of the brain in response to a certain stimuli.
5 Magnetic Resonance Angiography (MRA)

Magnetic resonance angiography (MRA) is an MRI exam for imaging the vascular anatomy using techniques based on magnetic resonance imaging to image blood vessels. MRA is widely used to characterize vascular pathology such as stenosis, dissection, fistula, and aneurysms. Unlike traditional angiography that involves placing a catheter into the body, MRA is considered as a noninvasive scanning technique. Moreover, MRA is a valuable tool in preoperative evaluation of suspected intracranial vascular diseases. MRA can be classified into two major categories: Time-of-flight (ToF) and phase contrast (PC). Both categories are very different technically as they rely on separate physical effects, and result in images with different information about the vasculature [39]. In particular, PC-MRA provides good suppression of background signals and quantifies blood flow velocity vectors for each voxel. On the other hand, TOF-MRA is less quantitative, but it is fast and provides high contrast images. Figure 15 shows an example of 2D TOF- and PC-MRA slices of the brain.
6 Tagged Magnetic Resonance Imaging

Conventional magnetic resonance imaging (MRI) has improved the reliability of global cardiac function measurements. However, the lack of reliably identifiable landmarks in the heart wall largely limits tracking the motion of the endocardial or epicardial boundaries. Thus, researchers have developed tagged MRI for detailed and non-invasive visualization of cardiac motions [40]. This imaging modality provides a potentially useful new way to assess the localization of heart diseases (e.g., coronary atherosclerosis) and global conditions (e.g., heart failure and diabetes) that result in heart wall dysfunction. Cardiac MRI tagging places a pre-specified pattern of temporary markers (tags) inside the soft body tissues. These tag lines created by patterns of magnetic spin in the examined tissue so that the motion in the tagged tissue can be measured from the images [41]. This technique extends the traditional anatomical images to capture detailed information about the heart over time. The tag lines allow for computing displacement, velocity, rotation, elongation, strain, and twist of the heart. While traditional MRI techniques carry only information about the motion at the boundaries of an object, the tag lines allow us to examine the strain and displacement of the interior of the tissue in close detail [42]. A typical tagged MRI time-series of the heart is shown in figure 16.
7 Magnetic Resonance Spectroscopy (MRS)

Magnetic resonance spectroscopy (MRS), also known as nuclear magnetic resonance (NMR) spectroscopy, is a non-invasive and ionizing radiation free MRI technique. It has been used to study the chemical activity within cells and to identify the size and stage of a tumor. Unlike conventional MRI that detects the nuclear magnetic resonance spectra of water in tissues, MRS generally detects the resonance spectra of chemical compounds other than water [43]. To allow radiologists to base conclusions on the maximum amount of available information, MRS results are combined with MRI results. MRS has been investigated for diagnosis of patients with brain diseases [44], as it is very useful to study metabolic changes in brain tumors, strokes, seizure disorders, Alzheimer’s disease, depression and other diseases affecting the brain. Also, it has been used to study cancerous body organs such as prostate [45, 46], breast [47, 48], cervix [49, 50], pancreas [51], and esophagus [52]. A typical example of an MRS scan for a patient with a brain lesion is shown in figure 17.

8 Perfusion-Weighted Imaging (PWI)

Perfusion-weighted magnetic resonance imaging (PWI) is a serial MRI technique designed to image blood flow into brain vasculature. PWI uses a MR contrast (dye) to provide information about the location and extent of cell death within a few hours of a stroke; it can show a decrease in cerebral blood flow. PWI has been shown to be superior to conventional MRI to show blood flow through the blood vessels [54]. Dynamic susceptibility contrast (DSC) is the most common technique used to perfusion-weighted magnetic resonance images. DSC has been thoroughly studied to measure the cerebral blood flow of the brain for patients with vascular stenosis [55], stroke [56], and brain tumors [57]. This MR technique helps the neuroradiologist to more accurately understand brain perfusion by providing other important parameters such as blood volume and perfusion enhancement time.
In total, MRI has a wide range of applications in medical diagnosis. It has many potential advantages: (i) it does not involve exposure to any harmful radiation so they can be safely used in people who may be vulnerable to the effects of radiation, such as pregnant women and babies; (ii) it has the ability to generate cross-sectional images in any plane (including oblique planes); (iii) it can be repeated sequentially over time; (iv) it provides superior resolution with far better contrast (the ability to distinguish the differences between two arbitrarily similar but not identical tissues) compared with other medical image modalities [2]; (v) it is useful for showing soft tissue structures, such as ligaments and cartilage, and organs such as the brain, heart and eyes; (vi) it provides information about the blood motion through certain organs and blood vessels, allowing problems with
blood circulation, such as blockages, to be identified; and (vii) it plays an important role in assessing tumors’ locations and extent, directing biopsies, planning proper therapy, and evaluating therapeutic results [58].

On the other hand, MRI has its own disadvantages: (i) its data acquisition is a relatively long and complex process—it is needed to fix the imaging parameters and the pulse sequence for each scan; (ii) it is not suitable for patients with metal implants due to its magnetic nature; (iii) it suffers from sensitivity to noise and image artifacts; (iv) MRI signals are dependent on the imaging sequence used and can become non-linear beyond certain concentrations leading to errors in extracted physiology, and (v) MRI scanning processes may be uncomfortable for some people because it can produce claustrophobia. Recent improvements in MRI design aim to aid claustrophobic patients by using more open magnet designs and shorter exam times. However, there is often a trade-off between image quality and open design. The next section shows a computer-aided diagnosis system based on structural MRI.

B Computer-aided diagnosis (CAD) System for Autism Diagnosis

Autism is a developmental disorder characterized by social deficits, impaired communication, and restricted and repetitive patterns of behavior. Currently, there are no medical exams to precisely diagnose autism. Doctors depend on observation, and talking with parents, physicians and therapists about the child in question to make a diagnosis. Thus, developing CAD systems for autism diagnosis is a hot point of research. The ultimate goal of the proposed work in this thesis is to develop a CAD system to classify autistic from normal brains, which is shown in figure 18. This CAD system consists of three main steps: (i) infant brain tissue classification from medical images, (ii) extraction of discriminatory features (e.g., shape features, WM thickness, cortical volume, etc) for the segmented brain tissues, and (iii) classification of autistic from normal infant brains based on ana-
Analyzing the extracted features and shapes of different brain tissues for both normal and autistic brains. This thesis emphasizes the first step in this CAD system, which is developing an accurate and fast infant brain classification framework from structural MRI.

The input to the CAD system is the medical scans of the brain, i.e., structural MR medical images. The first step of a typical CAD system for autism diagnosis is the accurate classification of the infant brain tissue from the input MRI data. This step consists of: (i) brain extraction and skull stripping, i.e., removing outer tissues, e.g. eyes, dura, and skull from the input brain data; and (ii) segmenting the extracted brain into different tissues such as WM, GM, CSF, etc. Fol-
Following tissue segmentation, the next step in the autism CAD system is to extract discriminatory features, which are numerical values that correspond to attributes of the segmented region (e.g., WM thickness, shape indexes, corpus callosum (CC) length, volumetric-based metrics). The extraction of appropriate features for brain classification is an essential, yet challenging research area. Recent neuropathological studies show an increasing evidence that children diagnosed with autism spectrum disorder have anatomical differences from controls in cortical volume (CV) [59]. Another study [60] observed differences between the autism and control subjects in total gray matter volumes over time with significantly greater decreases in the autism group compared with control subjects, in addition to the differences in cortical thickness (CT) over time with decreases in the autism group compared with control subjects in several brain regions including the frontal lobe. Other studies [61] used spherical harmonic analysis to describe the shape complexity of the brain and identifies autistic and control brains based on the number of harmonics that can be used to approximate the brain cortex. Finally, the extracted features will be used to distinguish between autistic and normally developed brains based on one of the state of the art classifiers. These classifiers can be categorized into two types: machine learning-based classifiers such as deep learning, random forest and decision tree; and statistical-based classifiers such as bayesian, k-nearest and neural network. Moreover, this final step may involve advanced stages, e.g. identification of brain regions that have significant differences between autistic and control subjects using constructed brain maps.

C Limitations of Existing Work and The Innovation of This Work

Since this thesis focuses on the accurate segmentation of the brain tissue from structural MRI, the brain tissue segmentation approach is divided into two major steps: (i) brain extraction and skull stripping, and (ii) brain tissue segmentation. In the literature, a tremendous number of brain extraction and tissue seg-
mentation techniques have been proposed for the segmentation of different brain tissues from structural MRI. Next, an overview of the existing techniques for brain extraction and brain tissue segmentation and their own shortcomings is provided.

1 Existing Brain Extraction and Skull Stripping Techniques and Limitations

Brain extraction is the process of removing all the outer tissues (e.g. eyes, dura, scalp, and skull) around the brain, which consists of the gray matter (GM) and white matter (WM), while the inclusion of cerebrospinal fluid (CSF) in the brain depends on the application. Different brain extraction approaches have been developed; however, they have their own drawbacks. Some of them give better results when removing non-brain tissue while losing some brain parts, and others give better results when extracting the whole brain while keeping some non-brain tissue parts [62, 63]. For instance, in cortical thickness estimation, inaccurate skull stripping (e.g. failing to remove the dura or missing brain parts) can result in an overestimation or underestimation of the cortical thickness [64]. Atlas-based approaches are very time consuming and their performance heavily depends on the registration accuracy between the atlas and the test subject, in addition to the difficulty of constructing an infant brain atlas [65]. Moreover, the majority of the existing techniques are developed to work for adult MR brain images and fail to accurately extract the brain from MR infant images due to the reduced contrast and higher noise [66]. The infant brain MRI extraction meets with challenges stemming from image noise, inhomogeneities, artifacts, and discontinuities of boundaries due to similar visual appearance of adjacent brain structures.

To overcome the aforementioned limitations, this thesis presents a hybrid framework that possesses the ability to accurately extract brain tissue from infant MR brain images. The proposed framework is primarily based on the integration of a stochastic model (a two-level Markov-Gibbs random field (MGRF)) that serves to learn the visual appearance of the brain texture, and a geometric model
(the brain iso-surfaces) that preserves the brain geometry during the extraction process. This framework integrates both stochastic and geometric approaches and consists of four basic steps: (i) bias correction, (ii) skull stripping, (iii) iso-surfaces generation, and (iv) final brain extraction using the visual appearance features of the MR brain images. Details of the proposed approach are outlined in Chapter II.

2 Existing Brain Tissue Segmentation Techniques and Limitations

Brain tissue segmentation is the process of segmenting the extracted brain into different brain tissues, e.g. WM, GM and CSF. Accurate brain tissue segmentation from MRI is an essential step in clinical diagnostics, therapy evaluation, human brain mapping, and neuroscience [67]. In particular, segmenting an infant brain MR image contributes much to the analysis and treatment of brain injury and disorder resulting from the infant brain prematurity [68]. However, the brain MRI segmentation meets with challenges stemming from image noise, inhomogeneities, artifacts, such as partial volume effect, and discontinuities of boundaries due to similar visual appearance of adjacent brain structures. This thesis targets the infant brain MRI segmentation, which is more complicated than the adult brain segmentation, which may be based on only image intensity. The intensity-based segmentation methods rely on the contrast between different types of tissues and high signal-to-noise ratios. Thus it is hindered by reduced contrast, higher noise from infants [66], and inverse contrast between the White Matter (WM) and Gray Matter (GM) in the infant brain MRIs [69] as shown in figure 19. A large variety of segmentation techniques have been developed for the last two decades in order to address the brain MRI segmentation challenges. These techniques can be roughly classified into three main categories: (i) probabilistic, or statistical methods, (ii) atlas-based methods, and (iii) techniques based on deformable models.

Statistical-based techniques are easier to implement compared to other segmentation methods. However, they depend only on predefined probability models
that cannot fit all of the possible real data distributions. This is due to the fact that actual intensity distributions of brain structures are greatly affected by several factors, such as the unique patient and scanner along with scanning parameters. Also, due to the similar intensities (gray levels) for the different brain tissue structures of the infant MR brain images, segmentation techniques only based on the intensity remain inaccurate.

Atlas-based segmentation techniques show more accuracy with respect to statistical-based techniques. Nevertheless, they are still challenged by atlas selection, combination, and the associated heavy computation time. Another major drawback of atlas-based segmentation algorithms is their dependency on the selected features that will be used to link between the test subject and the prior (training) data used in the construction of the atlas. For example most of the cur-
rent techniques use signal intensity to find the correspondence between the data to be segmented and the prior atlas. This may lead to inaccurate segmentation results as signal intensities (gray levels) vary due to many factors, such as age, patient and scanner.

Deformable model-based segmentation techniques have the ability to segment connected (non-scattered) objects more accurately than the other segmentation methods. However, the accuracy of this method is based on the accurate design of the guiding forces (statistical, geometric, etc.) in addition to the initialization of the model.

In summary, current segmentation techniques for infant brain MRIs suffer several drawbacks. While statistical-based techniques may be quickly implemented, they depend on predefined probability models that are not capable of fitting all possible real data distributions that arise from uniqueness in patients and variations in scanners and scanning parameters. Additionally, segmentation techniques based on the intensity remain inaccurate due to similar intensities between infant brain structures.

To overcome the aforementioned limitations, the proposed brain tissue segmentation framework is based on prior shapes built using a subset of co-aligned training images that is adapted during the segmentation process based on first- and second-order visual appearance characteristics of infant MRIs. This model is combined with a novel fourth-order MGRF spatial interaction model. These adaptive probabilistic models increase the segmentation accuracy by accounting for large inhomogeneities in infant MRIs and by reducing the effects of noise. Details of the proposed approach are outlined in Chapter III.

D Thesis Organization

This thesis consists of four chapters. The following remarks summarize the scope of each chapter:
• Chapter I presents some basic concepts about medical imaging and structural MRI, a brief summary of the basic contributions of the proposed research for infant brain extraction and classification from structural MRI, and an overview about the current existing techniques and their limitations.

• Chapter II presents a novel framework for the automated extraction of the infant brain from T1-weighted MR images, which is a crucial step before brain tissue classification that is demonstrated in more details in Chapter III. The proposed approach is primarily based on the integration of a stochastic model (a two-level Markov-Gibbs random field (MGRF)) that serves to learn the visual appearance of the brain texture, and a geometric model (the brain iso-surfaces) that preserves the brain geometry during the extraction process.

• Chapter III presents a new framework for the segmentation of different brain structures from 3D infant MR brain images. The proposed segmentation framework is based on a shape prior built using a subset of co-aligned training images that is adapted during the segmentation process based on first- and second-order visual appearance characteristics of infant MRIs. These characteristics are described using voxel-wise image intensities and their spatial interaction features.

• Chapter IV presents a general discussion about the presented research and its results, followed by the main conclusions and the future work.
CHAPTER II

BRAIN EXTRACTION AND SKULL STRIPPING

As demonstrated in Chapter I, the main focus of this thesis is the accurate classification of the infant brain tissue from structural MRI. To achieve this goal, this Chapter proposes a novel framework for the automated extraction of the brain tissues from T1-weighted MR images, which is a crucial step before brain tissue segmentation that will be demonstrated in more detail in Chapter III. The proposed approach is primarily based on the integration of a stochastic model (a two-level Markov-Gibbs random field (MGRF)) that serves to learn the visual appearance of the brain texture, and a geometric model (the brain iso-surfaces) that preserves the brain geometry during the extraction process. The proposed framework consists of four main steps: (i) Following brain intensity normalization, a new 3D MGRF having a 26-pairwise interaction model is applied to enhance the homogeneity of MR images and preserve the 3D edges between different brain tissues; (ii) The non-brain tissue found in the MR images is removed using the brain extraction tool (BET); (iii) The brain is then parceled to nested iso-surfaces using a fast marching level set method; (iv) Finally, a classification step is applied in order to accurately remove the remaining parts of the skull without distorting the brain geometry. The classification of each voxel found on the iso-surfaces is made based on the first- and second-order visual appearance features. The first-order visual appearance is estimated using a linear combination of discrete Gaussians (LCDG) to model the intensity distribution of the brain signals. The second-order visual appearance is constructed by using an MGRF model with analytically estimated
parameters. The fusion of the LCDG and MGRF, along with their analytical estimation, allows the approach to be fast and accurate for use in clinical applications. The proposed approach was tested on in-vivo data using 300 infant 3D MR brain scans and validated using nine data sets based on three metrics: the Dice coefficient (D), the 95-percentile modified Hausdorff distance (H95), and the absolute volume difference (AVD). The experimental results have shown that the proposed approach is capable of outperforming four widely used brain extraction tools: BET, BET2, brain surface extractor (BSE), and infant brain extraction and analysis toolbox (iBEAT).

A Introduction

Brain extraction is the process of removing all the outer tissues (e.g. eyes, dura, scalp, and skull) around the brain, which consists of the gray matter (GM) and white matter (WM), while the inclusion of cerebrospinal fluid (CSF) in the brain depends on the application. Brain extraction is a primary step in neuroimaging analysis as well as a pre-processing step for many brain analysis algorithms like intensity normalization, registration, classification, and segmentation. Accordingly, accurate brain extraction is crucial for these algorithms to work properly. For instance, in cortical thickness estimation, inaccurate skull stripping (e.g. failing to remove the dura or missing brain parts) can result in an overestimation or underestimation of the cortical thickness [64].

Many brain extraction approaches have been developed to extract the brain from T1-weighted MR brain images. These methods use different techniques, such as, deformable models, atlas-based and label fusion, and hybrid algorithms. Smith [70] developed an automated deformable model-based method, which is widely known as the brain extraction tool (BET). In their approach, the deformable contour is guided by a set of locally adaptive forces, which include morphological and image-based terms in addition to a surface smoothness constraint. Liu et
al. [71] presented another deformable model-based brain extraction method using a set of Wendland’s radial basis functions [72]. Their deformable model is directed by an internal force to consider the smoothness constraint and an external force to impose the intensity contrast across the boundaries. Finally, they integrate the brain contours calculated separately on 2D coronal and sagittal slices to obtain a complete 3D brain volume. Also, Zhuang et al. [73] used a level set-based deformable model that combines two forces: the mean curvature of the curve and the intensity characteristics of the cortex in MR images. Baillard et al. [74] developed a deformable model-based approach to find the brain surface. As an alternative solution for initializing the first contour manually, an atlas-based technique is used to make the brain extraction process entirely automatic. After atlas registration and initial segmentation, the brain is finally segmented based on level sets that use adaptive parameters depending on the input data. Suresh et al. [75] presented a skull stripping approach using graph cuts, which consists of two steps. An initial brain mask is generated using intensity thresholding as a first step. Then, a graph theoretic image segmentation technique is applied to position cuts that isolate and remove narrow connections. Zhaung et al. [76] developed a simple method for brain extraction by estimating image intensity parameters to construct a binary image of the head. Then, an initial contour is estimated. The final brain is extracted using an improved geometric active contour model which extends the solution of the boundary leakage problem to be less sensitive to intensity inhomogeneity. Somasundaram et al. [77] developed a two-stage brain extraction method. First, they locate a region of interest using feature extraction to produce a rough brain segmentation. Then, the final brain segmentation is obtained using morphological operations in three steps: i) erosion, ii) brain area selection, and iii) dilation to generate the final brain mask. Leung et al. [78] presented a brain extraction technique using a template library. Multiple best-matched atlases are selected from comparing the target image to all the atlases in the template library. To segment
the target image optimally after image registration and label propagation, label fusion techniques are used to combine the labels from different atlases. Iglesias et al. [79] developed a learning-based brain extraction system which combines two models: a discriminative model based on a random forest classifier trained to detect the brain boundary, and a generative model based on finding the contour with highest likelihood according to the discriminative model, which is refined later using graph cuts. Segonne et al. [80] presented a hybrid approach that combines watershed algorithms and deformable surface models. The watershed, with a pre-flooding height, construct an initial estimate of the brain volume using a single white matter voxel as a global minimum. Then, a surface deformation process is used to correct the initial segmentation inaccuracies. A statistical atlas is used finally to potentially correct the segmentation. Rex et al. [81] developed a meta-algorithm that uses four freely available brain extraction algorithms: brain surface extractor (BSE) [82], brain extraction tool (BET) [70], 3dIntracranial [83], and MRI watershed from FreeSurfer [84]. For extracting the brain, an atlas is used to define which brain extraction algorithm or combination of extractors works best defining the brain in each anatomic region.

In summary, different brain extraction approaches have been developed; however, they have their own drawbacks. Some of them give better results when removing non-brain tissue while losing some brain parts, and others give better results when extracting the whole brain while keeping some non-brain tissue parts [62, 63]. Atlas-based approaches are very time consuming and their performance heavily depends on the registration accuracy between the atlas and the test subject, in addition to the difficulty of constructing an infant brain atlas [65]. Moreover, the majority of the existing techniques are developed to work for adult MR brain images and fail to accurately extract the brain from MR infant images due to the reduced contrast and higher noise [66]. The infant brain MRI extraction meets with challenges stemming from image noise, inhomogeneities, artifacts, and dis-
continuities of boundaries due to similar visual appearance of adjacent brain structures, see figure 20. Furthermore, accurate infant brain extraction contributes much to the analysis, treatment, and the early diagnosis of brain injury and disorder resulting from the infant prematurity.

![T1-weighted MRI scans for adult (a) and infant (b) brains.](image)

**B Methods**

To overcome the aforementioned limitations, a hybrid framework is presented that is shown in figure 21, which possesses the ability to accurately extract brain tissue from infant MR brain images. The proposed framework integrates both stochastic and geometric approaches and consists of four basic steps: (i) bias correction, (ii) skull stripping, (iii) iso-surfaces generation, and (iv) final brain extraction using the visual appearance features of the MR brain images. Details of the proposed approach are outlined in the following sections.
1 Bias Correction

Illumination non-uniformity of infant brain MRIs, which is known as bias field, limits the accuracy of the existing brain extraction approaches. Therefore, to accurately extract the brain it is important to account for the low frequency intensity non-uniformity or inhomogeneity. To achieve this, a 3D generalized Gauss-Markov random field (GGMRF) model [85] is applied after brain intensity normalization using the nonparametric approach proposed in [86]. This step reduces noise effects and removes (smooth) inconsistencies of the MRI data by accounting for the 3D spatially homogeneous pair-wise interactions between the gray levels of the MRI data. Namely, the gray level values $q \in Q = \{0, \ldots, Q-1\}$ are considered as samples from a 3D GGMRF model [85] of measurements with the voxel 26-neighborhood. The continuity of $q$ values of each brain MR scan is amplified by
using their maximum A posteriori (MAP) estimates [85] and voxel-wise stochastic relaxation (iterative conditional mode (ICM) [87]):

\[
\hat{q}_s = \arg \min_{\tilde{q}_s} \left[ |q_s - \tilde{q}_s|^{\alpha} + \rho^{\alpha} \lambda^{\beta} \sum_{r \in \nu_s} \eta_{s,r} |\tilde{q}_s - q_r|^{\beta} \right]
\]

(1)

where \(q_s\) and \(\tilde{q}_s\) are the original gray level values and their expected estimates, respectively, at the observed 3D location, \(s = (x, y, z)\); \(\nu_s\) is the 26-neighborhood system; \(\eta_{s,r}\) is the GGMRF potential, and \(\rho\) and \(\lambda\) are scaling factors. The parameter \(\beta \in [1.01, 2.0]\) controls the level of smoothing (e.g., \(\beta = 2\) for smooth vs. \(\beta = 1.01\) for relatively abrupt edges). The parameter \(\alpha \in \{1, 2\}\) determines the Gaussian, \(\alpha = 2\), or Laplace, \(\alpha = 1\), prior distribution of the estimator. To demonstrate the effect of the first step of the proposed framework, an example of the original, and bias-corrected (intensity normalization and GGMRF edge preservation) brain MR data is shown in figure 22 (a), and figure 22 (b,c), respectively.

2 Skull Stripping

The second step of the proposed framework after the bias correction step is to remove the non-brain tissue from the MR images. To accomplish this step, the conventional BET [70] has been used with a small ‘F’ factor to minimize the loss of brain tissues, which uses a deformable model-based approach to remove the skull from brain MRIs. The initial brain extraction result of figure 22 (c) after the BET is shown in figure 22 (d). While the BET extracted the brain without losing any of its parts, it fails to remove all non-brain tissues. For some clinical applications, such as cortical thickness measurement, inaccurate skull stripping results in an over- or under-estimation of the thickness. Therefore, it is important to account for inaccurate skull stripping results after the BET step.
Figure 22. Step-wise brain extraction using the proposed framework: (a) the original MR image, (b) the bias-corrected image, (c) the GGMRF-edge preserved image obtained with $\rho = 1$, $\lambda = 5$, $\beta = 1.01$, $\alpha = 2$, and $\eta_{s,r} = \sqrt{2}$, (d) the extracted brain using BET [70], (e) the iso-surfaces used to remove non-brain tissues, and (f) the final extracted brain.

3 Visual Appearance-Guided Iso-Surfaces

In order to obtain more accurate brain extraction results, an additional processing step based on the geometric features of the brain is used to account for BET’s skull stripping errors. Since the non-brain tissues are brighter than brain tissue, this step exploits the visual appearance features of the MR brain data. Namely, an evolving iso-surface-based approach is proposed to remove the non-brain tissues, which is guided by the visual appearance features of the MR data (see figure 21, Steps 3 and 4). First, a set of nested, tangent surfaces (i.e., iso-surfaces) are generated by the fast marching level set (FMLS) approach [88], using the extracted
brain from the BET step. In order to accurately classify MRI voxels as brain or non-brain, a joint Markov-Gibbs random field (MGRF) visual appearance model is used. This MGRF model is described below.

Let \( Q = \{ 0, \ldots, Q - 1 \} \) and \( L = \{ \text{“brain”, “non-brain”} \} \) denote sets of gray levels \( q \) and region labels \( L \), respectively. Let \( R \) denote a 3D arithmetic lattice supporting a given grayscale image \( g : R \rightarrow Q \) to be segmented and its goal region map \( m : R \rightarrow L \). The 3D T1-weighted MR images, \( g \), and its map, \( m \), are described with the following joint probability model:

\[
P(g, m) = P(g|m)P(m)
\]

where \( P(m) \) is an unconditional probability distribution of maps, and \( P(g|m) \) is a conditional distribution of the images given the map. The ultimate goal is to accurately estimate \( P(g|m) \) and \( P(m) \), which are described next.

**First-order visual appearance (\( P(g|m) \))**

To accurately approximate the marginal probability distributions of the brain and non-brain tissue, the empirical gray level distribution of a given brain data is precisely approximated with a linear combination of discrete Gaussians (LCDG) with positive and negative components [89]. The LCDG restores brain and non-brain transitions more accurately than a conventional mixture of only positive Gaussians, thus yielding a better initial map \( m \) formed by voxel-wise classification of the image gray values. Next the LCDG is explained in more details.

Let \( \Psi_\theta = (\psi(q|\theta) : q \in Q) \) defines a discrete Gaussian (DG)\(^1\) where \( \theta = (\mu, \sigma) \), integrating a continuous 1D Gaussian density with mean \( \mu \) and variance \( \sigma^2 \) over successive gray level intervals [89]. The LCDG with two dominant positive DGs

\[
\psi(q|\theta) = \Phi_\theta(q + 0.5) - \Phi_\theta(q - 0.5) \\
\psi(0|\theta) = \Phi_\theta(0.5), \\
\psi(Q - 1|\theta) = 1 - \Phi_\theta(Q - 1.5)
\]

where \( \Phi_\theta(q) \) is the cumulative Gaussian function with the mean \( \mu \) and the variance \( \sigma^2 \).

\(^1\)A Discrete Gaussian (DG) \( \Psi_\theta = (\psi(q|\theta) : q \in Q) \) with \( \theta = (\mu, \sigma^2) \) is defined as \( \psi(q|\theta) = \Phi_\theta(q + 0.5) - \Phi_\theta(q - 0.5) \) for \( q = 1, \ldots, Q - 2, \psi(0|\theta) = \Phi_\theta(0.5), \) and \( \psi(Q - 1|\theta) = 1 - \Phi_\theta(Q - 1.5) \).
and $M_p \geq 2$ positive and $M_n \geq 0$ negative subordinate DGs is defined as [89]:

$$P_{w, \Theta}(q) = \sum_{i=1}^{M_p} w_{p:i} \psi(q|\theta_{p:i}) - \sum_{j=1}^{M_n} w_{n:j} \psi(q|\theta_{n:j})$$

(3)

where all the weights $w = [w_{p:i}, w_{n:j}]$ are non-negative and meet an obvious constraint $\sum_{i=1}^{M_p} w_{p:i} - \sum_{j=1}^{M_n} w_{n:j} = 1$. All the LCDG parameters, including the numbers of DGs, are estimated from the mixed empirical distribution to be modeled using the modified expectation-maximization (EM)-based algorithm introduced in [90].

The marginal intensity distributions of the MR infant images have two dominant modes: one mode for brain tissues and a second mode for non-brain tissues. Figure 23 illustrates the basic steps to build the LCDG models of both modes. First, the marginal empirical probability distribution of the input grey level images (figure 23(a)) are collected (figure 23(b)). Then, the obtained empirical distribution is approximated with a mixture of two positive DGs relating each to a dominant mode (figure 23(c)). Second, the deviations between the empirical and the estimated distribution (figure 23(d)) are approximated with the alternating “subordinate” components of the LCDG described in [24]. Finally, the obtained positive and negative subordinate mixtures (figure 23(f)) are added to the dominant mixture yielding the final mixed LCDG model (figure 23(g)), which is partitioned into two LCDG-submodels (one per class, figure 23(h)) by associating the subordinate DGs with the dominant terms so that the misclassification rate is minimal [89].

**Second-order visual appearance ($P(m)$)**

In order to overcome noise effect and to ensure segmentation homogeneity, the spatial interactions between the region labels of a brain map $m$ are also taken into account using the popular Potts MGRF model. This model is identified using the nearest voxels’ 26-neighbors (as shown in figure (24(a)) and analytical bi-valued Gibbs potentials (as shown in figure (24(b)) because only the coincidence of the labels is taken into account. The MGRF model is defined by [91] as:
Figure 23. Typical MR infant brain images (a); and estimated density (b) using only two dominant Gaussian components (c), deviation between empirical and estimated densities (d), estimated density of absolute deviation (e), LCDG components (f), final estimated density (g), and the final estimated marginal density for each class (h).
\[ P(m) \propto \exp \sum_{(x,y,z) \in \mathbf{R}} \sum_{(\xi,\zeta,\kappa) \in \nu_s} V(m_{x,y,z}, m_{x+\xi,y+\zeta,z+\kappa}) \] (4)

where \( V \) is the bi-value Gibbs potential, that depends on whether the nearest pair of labels are equal or not:

\[
V = \begin{cases} 
V(\lambda, \lambda') = V_{eq} & \text{if } \lambda = \lambda' \\
V(\lambda, \lambda') = V_{ne} & \text{if } \lambda \neq \lambda'
\end{cases}
\] (5)

Let \( f_{a,eq}(m) \) denote the relative frequency of the equal label pairs in the equivalent voxel pairs \( \{(x, y, z), (x + \xi, y + \zeta, z + \kappa) : (x, y, z), (x + \xi, y + \zeta, z + \kappa) \in \mathbf{R}; (\xi, \zeta, \kappa) \in \nu_s\} \). The initial \( m \) results in approximate analytical maximum likelihood potentials estimates [91]:

Figure 24. A graphical illustration for the 3D neighborhood system (a) and a sample of the different pair-wise cliques for the 2nd-order MGRF (b).
\[ V_{eq} = -V_{ne} \approx 2f_{eq}(m) - 1 \]  

that allow for computing the voxel-wise probabilities \( p_{x,y,z}(m_{x,y,z} = \lambda) \) of each label \( \lambda \in L \). In total, Algorithm 1 summarizes the basic steps of the proposed brain extraction framework. For completeness, the analytical estimation of the bi-valued Gibbs potentials is driven in the Appendix.

C Performance Evaluation Metrics

The performance of the proposed framework was evaluated using three performance metrics: (i) the Dice similarity coefficient (D) [92], (ii) the 95-percentile modified Hausdorff distance \( H_{95} \) [93], and (iii) the absolute volume difference (AVD). The following subsections explain the three metrics in more detail.

1 Dice Similarity Coefficient (D)

The Dice similarity coefficient (D) characterizes the agreement between the segmented and ground truth objects (as seen in figure 25). The D measure is given from [92] as:

\[ D = \frac{2TP}{2TP + FP + FN} \]  

where TP, FP, and FN denote the true positive, false positive, and false negative respectively. Higher D values indicate better segmentation, which means that the results match the ground truth better than results with lower D values. A D value of 0 indicates no overlap and a D value of 1 indicates ideal segmentation (or agreement).
Algorithm 1 Proposed Brain Extraction Approach

1. Correct the bias of the MR brain data.
   (a) Brain intensity normalization [86].
   (b) GGMRF edge preservation [85].

2. Strip the skull using BET [70].

3. Estimate the LCDG models for brain and non-brain tissues using Step 2 results.

4. Form an initial m by voxel-wise classification using LCDG models found in Step 3.

5. Estimate analytically the Gibbs potentials for the pair-wise MGRF model of m to identify the MGRF probability.

6. Calculate the distance map inside the binary mask obtained from BET using FMLS [88].

7. Generate a set of N iso-surfaces (figure 22 (e)) using the distance map calculated in Step 6.

8. while $j \leq N$
   (a) Select the $j^{th}$ iso-surface and classify its voxels using a Bayes classifier combining the first and second-order visual appearance features.
   (b) Are all the voxels on the selected iso-surfaces classified only as brain tissue?
      • No $\rightarrow$ Go to Step 8 (a).
      • Yes $\rightarrow$ Break

9. Apply connected component component analysis to obtain the final results.
2 Modified Hausdorff Distance ($H_{95}$)

The modified hausdorff distance ($H_{95}$) is used to measure the error distance between the segmented and ground truth objects. The Hausdorff distance (HD) [93] from a set $A_1$ to a set $A_2$ is defined as the maximum distance of the set $A_1$ to the nearest point in the set $A_2$ (as shown in figure 26):

\[
H(A_1, A_2) = \max_{c \in A_1} \{ \min_{e \in A_2} \{ d(c, e) \} \}
\]

(8)

where $c$ and $e$ denote points of set $A_1$ and $A_2$ respectively, and $d(c, e)$ is the Euclidean distance between $c$ and $e$.

The bidirectional HD between the segmented region $SR$ and its ground truth $GT$ is defined as:

\[
H_{Bi}(GT, SR) = \max \{ H(GT, SR), H(SR, GT) \}
\]

(9)

The 95th-percentage bidirectional HD is used as a metric that measures the
segmentation accuracy, which is also known as the modified Hausdorff Distance ($H_{95}$).

3 Absolute Volume Difference (AVD)

In addition to the $D$ and the $H_{95}$, the absolute volume difference (AVD) have been used as a third metric for measuring the segmentation accuracy. The AVD is the percentage volume difference between the segmentation and the ground truth as seen in figure 27.

D Experimental Results

In order to assess the robustness and performance of the proposed framework, it has been applied to 300 T1-weighted MR infant brain data sets which were obtained from the Infant Brain Imaging Study (IBIS) [94], and evaluated its accuracy using 9 data sets with known manually segmented ground truth that were obtained by an MR expert. MR data was acquired at 3T and consists of T1- and T2-weighted MR images of infants scanned at approximately 5-9 months old with voxel size of $1 \times 1 \times 1$ mm$^3$.

A step-wise brain extraction using the proposed approach for a selected axial cross-section of one subject is demonstrated in figure 22. The input MR image
(figure 22(a)) is first bias corrected (intensity normalized Fig. 22 (b)) and applied to the 3D GGMRF [85] edge preservation (figure 22 (c)). This is followed by an initial brain extraction using BET [70] (figure 22 (d)). Then, the proposed iso-surfaces based approach is employed to achieve the final segmentation as shown in figure 22 (f). It is clear from the results in figure 22 that the proposed framework provides more accurate infant brain extraction than BET. More segmentation results for different cross-sections from different subjects are shown in figure 28.

To highlight the advantage of the proposed framework, its performance has been compared to four widely-used brain extraction tools: the infant brain extraction and analysis toolbox (iBEAT) [95], the brain surface extractor (BSE) [82], the brain extraction tool (BET) [70], and the BET2 [96]. The comparative accuracy of the proposed approach versus the iBEAT, BSE, BET, and BET2 techniques on
Figure 28. More segmentation results for different cross-sections from different subjects showing reliable brain extraction using the proposed approach.

representative images for 3 subjects is shown in figure 29. As demonstrated in figure 29 and the 3D extracted brains shown in figure 30, the proposed approach extracted the brain tissue more accurately compared with the other approaches. The lower performance of the BET [70] could be caused by its sensitivity to image noise and inhomogeneity, because this method relies only on voxels’ intensity changes and does not account for spatial voxel interactions. On the other hand, the BET2 approach [70] slightly improves the brain extraction accuracy compared with the BET. However, unlike the BET, the BET2 requires both T1-and T2-weighted MR images and aligned to each other, which is not always applicable. Moreover, BSE [82] succeeds in accurately removing the skull but it removes small parts from the brain tissues as well, which may lead to inaccurate results for some clinical application (e.g. cortical thickness under-estimation). The iBEAT performs multiple complementary brain extractions by using a meta-algorithm, including BET and BSE. However, Table 1 shows that the proposed approach performs notably
Figure 29. Comparative brain extraction results for three independent subjects using the proposed approach, BET [70], BET2 [96], BSE [82], and iBEAT [95].
TABLE 1. Comparative accuracy of the proposed approach vs. the methods in [70, 82, 95, 96] by the D, H\textsubscript{95}, and AVD on 9 data sets with available ground truth (“SD”—standard deviation).

<table>
<thead>
<tr>
<th>Evaluation Metric</th>
<th>D (%)</th>
<th>H\textsubscript{95} (mm)</th>
<th>AVD (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>Mean±SD</td>
<td>p-value</td>
<td>Mean±SD</td>
</tr>
<tr>
<td>OUR</td>
<td>95.86±0.77</td>
<td>—</td>
<td>6.32±2.26</td>
</tr>
<tr>
<td>iBEAT [95]</td>
<td>94.30±2.47</td>
<td>0.0448</td>
<td>9.95±4.98</td>
</tr>
<tr>
<td>BSE [82]</td>
<td>93.17±1.44</td>
<td>0.0001</td>
<td>13.13±5.75</td>
</tr>
<tr>
<td>BET2 [96]</td>
<td>91.83±3.63</td>
<td>0.0049</td>
<td>13.80±6.74</td>
</tr>
<tr>
<td>BET [70]</td>
<td>91.80±3.42</td>
<td>0.0035</td>
<td>14.13±7.20</td>
</tr>
</tbody>
</table>

better, according to the higher D and AVD values and lower H\textsubscript{95} values. Table 1 compares this approach with the iBEAT, BSE, BET, and BET2, based on the D, H\textsubscript{95}, and AVD metrics. All metrics were obtained by comparing brain extraction results against the 9 data sets with available ground truth segmentation. As demonstrated in Table 1, the mean D, H\textsubscript{95}, and AVD values for the proposed approach are 95.86±0.77%, 6.32±2.26 mm, and 3.76±2.52%, respectively, which confirm the high accuracy of this proposed approach. Statistical significance of the better performance of this approach with respect to other methods is confirmed by the paired t-tests (p-values are less than 0.05).

E Summary

This Chapter has introduced a novel framework for the automated extraction of the brain from 3D infant MR images. The experimental results have shown that the fusion of stochastic and geometric models of the brain MRI data leads to more accurate brain extraction, when compared with widely-used brain extraction tools: iBEAT, BSE, BET, and BET2. These results were evaluated using the Dice
Figure 30. 3D visualization of the segmented brain tissue for 3 different subjects using the proposed approach, BET [70], BET2 [96], BSE [82], and iBEAT [95].
similarity coefficient (D), 95-percentile modified Hausdorff distance (H_{95}), and the absolute volume difference (AVD) on 9 infant MR brain data sets. The next step after brain extraction is the brain tissue segmentation. Chapter III will elaborate the segmentation of the different brain structures for both adult and infant MRI, e.g. WM, GM, CSF, and other brain tissues.
CHAPTER III

BRAIN TISSUE SEGMENTATION

Since the main focus of this thesis is the accurate classification of the infant brain tissue from structural magnetic resonance imaging (MRI). After the brain extraction and skull stripping step in Chapter II, this Chapter introduces a new framework for the segmentation of different brain structures from 3D MR brain images. The proposed segmentation framework is based on a shape prior built using a subset of co-aligned training images that is adapted during the segmentation process based on first- and second-order visual appearance characteristics of infant MRIs. These characteristics are described using voxel-wise image intensities and their spatial interaction features. To more accurately model the empirical grey level distribution of the brain signals, a linear combination of discrete Gaussians (LCDG) model having positive and negative components have been used. To accurately account for the large inhomogeneity in MR brain images, a higher-order Markov-Gibbs Random Field (MGRF) spatial interaction model that integrates higher-order cliques (third- and fourth-order) with the traditional second-order cliques is proposed. The proposed approach was tested and evaluated on both in-vivo adult and infant 3D MR brain scans using three metrics: the Dice coefficient, the 95-percentile modified Hausdorff distance, and the absolute brain volume difference. The experimental results promise more accurate segmentation of MR brain images compared to the current widely-used segmentation tools.
A Introduction

Accurate segmentation of brain tissues from magnetic resonance imaging (MRI) is an essential step in clinical diagnostics, therapy evaluation, human brain mapping, and neuroscience [67]. In particular, segmenting an infant brain MR image contributes much to the analysis and treatment of brain injury and disorder resulting from the infant brain prematurity [68]. However, MR brain tissue segmentation meets with challenges stemming from image noise, inhomogeneities, artifacts, such as e.g. partial volume effect, and discontinuities of boundaries due to similar visual appearance of adjacent brain structures. This thesis targets the infant brain MRI segmentation, which is more complicated than the adult brain tissue segmentation that may be based only on the image intensity. The intensity-based segmentation methods rely on the contrast between different types of tissues and high signal-to-noise ratios. Thus it is hindered by reduced contrast, higher noise from infants [66], and inverse contrast between the White Matter (WM) and Gray Matter (GM) in the infant brain MRIs [69], see figure 31.

Figure 31. T1-weighted MRI for adult (a) and infant (b) brains.

Lower contrast between infant brain tissue classes stems from the fact that most of the WM is unmyelinated yet and its water content is close to the GM one. Moreover, both the WM and GM have the same intensity at about nine months
of age [97]; hence, it is difficult to classify the brain tissues using only the intensity. Additionally, major partial volume effects occur due to the contrast inversion between the WM and GM comparing to the adult brain MRI. The unmyelinated WM intensity is just between intensities for the GM and Cerebrospinal Fluid (CSF) tissues, so that partial volume averaging often misclassifies the average between the latter two tissues as the unmyelinated WM [69]. Furthermore, the MRI factors, such as long scan duration, small voxel size, and low signal-to-noise ratio (SNR), also hinder the infants brain imaging. High-resolution images are essential to show the infant brain structure because of its much smaller size compared to then adult brains [68]. But small-size voxels lead to noisy infant MRI with reduced contrast, i.e. with low contrast-to-noise ratio (CNR). To improve the CNR, the scan duration has to be increased; however, it is too risky for an infant to be anesthetized for a long period. As it is important to minimize scan times, usually infants are being fed and then wrapped to prevent movement [98]. A large variety of segmentation techniques have been developed for the last two decades in order to address the brain MRI segmentation challenges. These techniques can be roughly classified into three main categories: (i) probabilistic, or statistical methods, (ii) atlas-based methods, and (iii) techniques based on deformable models.

1 Probabilistic segmentation

These algorithms involve prior models that describe the signal distributions of each brain structure. Ng et al. [99] segment MR brain images using the unsupervised $K$-means clustering of signals and an improved watershed algorithm. Signal clustering to produce an initial image segmentation before applying the improved watershed transform helped to overcome basic weaknesses of the latter, such as over-segmentation and sensitivity to false edges. A similar approach by Xue et al. [69] employed a parametric Gaussian density estimation with an Expectation-Maximization (EM) algorithm and constrained spatial homogeneity of the MR im-
ages with a Markov random field (MRF) prior. Partial volume averaging effects have been eliminated by predicting the misclassification (e.g., of an “averaged” CSF and GM into an intensity similar to WM). Song et al. [100] proposed a probabilistic neural network (PNN) for segmenting the brain MRI. Probability density functions of the brain tissues were estimated from reference vectors generated by a self-organizing map (SOM). To reduce the partial volume averaging effects, weighting factors were added to the summation layer’s patterns in a weighted probabilistic neural network (WPNN) and soft labeling was performed by a supervised Bayesian classifier. Automated segmentation of brain structures, such as WM, CSF, Central GM (CEGM), and Cortical GM (COGM) by Anbeek et al. [101] used T2-weighted and inversion recovery (IR) MRI of the neonatal brains. Probability maps to segment each brain tissue class with a $K$-nearest neighbor (KNN) classifier using voxel intensities and coordinates as features were constructed manually. A multi-label segmentation process combined the obtained classes. An automated MRI brain segmentation by Mayer et al. [102] combined spatial and intensity features into a high-dimensional feature space. An adaptive mean-shift classifier extracted a set of convergence modes, i.e. high-density points of a feature space, being good candidates for intensity-based classification. Brain tissues were classified by an intensity-based mode clustering. This approach was very effective with non-convex clustering. Fang et al. [103] developed a tree metrics (TM) based graph cut algorithm to segment the MRI brain tissues. After a brain MR image is classified using the TM, the goal labeling is inferred by “tree-cutting”. In contrast to most of conventional iterative methods like the EM-based ones, which produce only locally optimal labeling, this algorithm needs no more than one sweep to generate the globally optimal labeling with respect to the TM. An automated segmentation by Ortiz et al. [104] classified the brain tissue with no prior information. The segmentation consists of feature extraction and classification. Extracted first order (pixel/voxel-wise), second order (pair-wise), moment, and scale-invariant
features are classified by growing hierarchical SOMs (GHSOM). Wang et al. [105] segmented T1, T2 and diffusion-weighted brain images using a sparse representation of the complementary tissue distribution. Initially, the brain tissue is segmented into different structures using a patch-based technique with a library of multi-modality images, having been aligned with their ground-truth segmentation maps. Then the segmentation is refined by integrating geometric constraints.

Statistical-based techniques are fast to implement compared to other segmentation methods. However, they depend only on predefined probability models that cannot fit all of the possible real data distributions. This is due to the fact that actual intensity distributions of brain structures are greatly affected by several factors, such as the unique patient and scanner along with scanning parameters. Also, due to the similar intensities (gray levels) for the different brain tissue structures of the infant MR brain images, segmentation techniques only based on the intensity remain inaccurate.

2 Atlas-based segmentation

Atlas-based approaches have emerged as powerful segmentation tools. These approaches are based on shape priors about brain structures, and deal with the segmentation problem as a registration task. Ashburner et al. [106] introduced a generative framework that combined image registration, tissue classification, and bias correction. Their framework incorporated a smooth intensity variation and nonlinear registration with tissue probability maps using mixture of Gaussians. Pohl et al. [107] introduced a Bayesian model for simultaneous segmentation and registration. Their framework tried to exploit complementary aspects of registration and segmentation problems. In order to account for different physiological (patient size and weight) and scanning (scanner type and data acquisition protocol) parameters, Han et al. [108] introduced an intensity re-normalization procedure to adjust the prior atlas intensity model to new input data to overcome the
problems stemming from using training data acquired from a different scanner than what used for the test data. The re-normalization process updates the class-conditional densities for each atlas structure by applying a multi-linear atlas-image registration and histogram matching. Artaechevarria et al. [109] proposed a generalized local weighting voting scheme in which the fusion weights are adapted for each voxel based on local estimation of the segmentation performance. The local weighting voting outperforms traditional global strategies that estimate a single value for the segmentation accuracy for the whole image. Sabuncu et al. [110] proposed an automated, label fusion segmentation technique. In order to capture greater inter-subject anatomical variability, each training data set was individually co-registered to the test data set. Then, a nonparametric probabilistic model was employed to fuse the training labels to compute the final segmentation. Morin et al. [111] presented an atlas-based segmentation framework using random walks that combined registration and labeling propagation steps. They used a generative model to provide pixel label probabilities to improve the segmentation for high-confidence labels. To match the target images with atlas images, they used the Affine-Scale Invariant Feature Transform (ASIFT) [112] and Speeded Up Robust Features (SURF) [113] registration techniques. In order to avoid segmentation errors produced by registration imperfection, Lötjönen et al. [114] introduced an optimized pipeline for multi-atlas brain MRI segmentation. They introduced two approaches that combine multi-atlas segmentation and intensity modeling based on using EM and graph cuts for optimization. First, they register all atlases to the target data and a majority voting is applied to predict the segmentation of the target image. Then, the segmentation was improved using the intensity modeling as a post-processing step. Lijn et al. [115] introduced a segmentation method based on the combination of spatial features and appearance models. They generated a spatial probability map that is obtained from multiple atlas-target image registrations, to implement the spatial model. The tissue appearance was modeled
by a KNN classifier using Gaussian scale-space features. Then, a Bayesian framework was used to combine both spatial and appearance models and a graph-cut approach [116] was used for optimization. Ledig et al. [117] introduced a framework for labeling whole brain scans by incorporating a global and stationary MRF to ensure consistency of the neighborhood relations between structures with an a priori defined model. Atlas-based segmentation techniques show more accuracy with respect to statistical-based techniques. Nevertheless, they are still challenged by atlas selection, combination, and the associated heavy computation time. Another major drawback of atlas-based segmentation algorithms is their dependency on the selected features that will be used to link between the test subject and the prior (training) data used in the construction of the atlas. For example most of the current techniques use signal intensity to find the correspondence between the data to be segmented and the prior atlas. This may lead to inaccurate segmentation results as signal intensities (gray levels) vary due to many factors, such as age, patient and scanner.

3 Deformable models-based segmentation

In order to obtain continuous segmentation of brain structures, deformable boundaries have also been recognized as more accurate segmentation techniques of MR brain tissues. Angelini et al. [118] introduced a multi-phase level set framework for automated segmentation of brain MRIs. The segmentation of the brain tissues (WM, GM and CSF) was solely based on homogeneity (average grey level) measures. To avoid the need for any prior information and to speed up numerical calculation, a random seed for initialization of the deformable boundaries was used. Colliot et al. [119] proposed a deformable model-based approach that used spatial constraints, represented as fuzzy subsets of the 3D image space, as an external force to control the boundary evolution. To avoid manual selection of the model parameters, a training step was required to estimate the spatial constraints
parameters. Miri et al. [120] introduced a topology-preserving deformable model framework for the segmentation of brain MRI. They employed photometric constraints to guide the deformable model deformations to iteratively reclassify the points located at the evolving boundaries. A deformable model approach for the segmentation of brain regions from MR images was proposed by Liu et al. [71]. The deformable contour was implicitly represented by a set of Wendland’s radial basis functions (RBFs) and is evolved by iterative updates of the locations of the RBFs. The updates of the RBFs locations were controlled by an external force that considers the intensity contrast across boundaries. Huang et al. [121] introduced an automated, hybrid deformable model framework that integrated both image edge geometry and voxel statistics features to regularize the convergence of the deformable contour. Del Fresno et al. [122] described a hybrid method that combined region growing and deformable models for segmentation of different structures in head MRI and Computed Tomography CT scans. Their approach used a Region-Growing (RG) algorithm to compute an approximation of the objects. This is followed by generating closed and oriented surface meshes to enclose the region of interest. To improve the segmentation of noisy images, local neighborhood features of each voxel of the region boundary was used. The deformable model method geometry were constructed using the RG-list of boundary voxels generating a hole-free surface mesh. To better detect the structures of interest, the user could select few seeds for RG initial segmentation. Wang et al. [123] proposed a multi-phase level set framework to segment brain MR images with intensity inhomogeneity. They modeled the local image intensities using Gaussian distributions with different means and variances. Then, a variational approach minimizes an energy function to compute the means and variances that will guide the contour evolution towards the target boundaries. Bourouis et al. [124] developed a level set framework for segmenting brain tissues. Their framework employed an image registration step and a classification step for the initialization of the deformable
boundary. The boundary evolution was controlled by a speed function that accounts for both boundary- and region-based properties. Ciofalo et al. [125] developed an automated framework based on level sets for simultaneous segmentation of multiple structures from brain MRIs. The evolution of each level set was driven by a fuzzy decision system that combines three factors: intensity distribution of the 3D MR volume, the relative position of the evolving contours, and a priori knowledge provided by an anatomical atlas.

The main advantage of deformable model-based segmentation techniques is the ability to segment connected (non-scattered) objects more accurately than the other segmentation methods. However, the accuracy of this method is based on the accurate design of the guiding forces (statistical, geometric, etc.) in addition to the initialization of the model.

In summary, current segmentation techniques for infant brain MRIs suffer several drawbacks. While statistical-based techniques may be quickly implemented, they depend on predefined probability models that are not capable of fitting all possible real data distributions that arise from uniqueness in patients and variations in scanners and scanning parameters. Additionally, segmentation techniques based on the intensity remain inaccurate due to similar intensities between infant brain structures.

To overcome the aforementioned limitations, a hybrid framework is presented that is shown in figure 32. This framework uses an adaptive probabilistic model for the shape and first-order visual appearance of the MRI data. These models are combined with a novel fourth-order Markov-Gibbs Random Field (MGRF) spatial interaction model. These adaptive probabilistic models increase the segmentation accuracy by accounting for large inhomogeneities in infant MRIs and to reduce the effects of noise.
B Methods

Let \( R = \{(x, y, z) : 0 \leq x \leq X - 1, 0 \leq y \leq Y - 1, 0 \leq z \leq Z - 1\} \); \( Q = \{0, 1, \ldots, Q - 1\} \); and \( L = \{0, \ldots, L\} \) denote a finite 3D arithmetic lattice of the size of \( X \times Y \times Z \) supporting grayscale images and their region (segmentation) maps, a finite set of \( Q \) integer gray values, and a set of region labels \( L \), respectively. Let \( g = \{g_{x,y,z} : (x, y, z) \in R; g_{x,y,z} \in Q\} \) and \( m = \{m_{x,y,z} : (x, y, z) \in R; m_{x,y,z} \in L\} \) be a grayscale image taking values from \( Q \), i.e., \( g : R \rightarrow Q \), and a region map taking values from \( L \), i.e., \( m : R \rightarrow L \), respectively. An input brain image, \( g \), co-aligned to the training data base, and its map, \( m \), are described with a joint probability model: \( P(g, m) = P(g|m)P(m) \), which combines a conditional distribution of the images given the map \( P(g|m) \), and an unconditional probability distribution of maps \( P(m) = P_{sp}(m)P_V(m) \). Here, \( P_{sp}(m) \) denotes a weighted shape prior, and \( P_V(m) \) is a Gibbs probability distribution with potentials \( V \), which specifies a
MGRF model of spatially homogeneous maps \( m \). Details of the model’s components are outlined in the next sections.

1 First-Order Intensity Model

The first-order visual appearance of each brain label is modeled by separating a mixed distribution of voxel intensities of the brain MRIs into individual components associated with the dominant modes of the mixture. The latter is precisely approximated with a Linear Combinations of Discrete Gaussians (LCDG) \([126]\) with positive and negative components, which is based on a modified version of the classical Expectation-Maximization (EM) algorithm. The LCDG model is explained in detail in Chapter II.

Let \( \Psi_\theta = (\psi(q|\theta) : q \in Q) \) denote a discrete Gaussian (DG) with parameters \( \theta = (\mu, \sigma^2) \), integrating a continuous 1D Gaussian density with mean \( \mu \) and variance \( \sigma^2 \) over successive gray level intervals. The LCDG with four dominant (WM, GM, CSF, and other brain tissues) positive DGs and \( C_p \geq 4 \) positive and \( C_n \geq 0 \) negative subordinate DGs is \([126]\):

\[
P_{w,\Theta}(q) = \sum_{k=1}^{C_p} w_{p:k} \psi(q|\theta_{p:k}) - \sum_{\kappa=1}^{C_n} w_{n:\kappa} \psi(q|\theta_{n:\kappa})
\]

where all the weights \( w = [w_{p:k}, w_{n:\kappa}] \) are non-negative and meet an obvious constraint \( \sum_{k=1}^{C_p} w_{p:k} - \sum_{\kappa=1}^{C_n} w_{n:\kappa} = 1 \). All LCDG parameters, including the DGs numbers, are estimated from the mixed empirical distribution to be modeled using the modified EM algorithm \([126]\).

2 MGRF Model With Second- and Higher–order Cliques

In addition to the first-order visual appearance model, the spatial interactions between the brain voxels are also taken into account. However, existing spatial models (e.g., \([127]\)) account only for second-order cliques which can not ac-
count for the large inhomogeneity of the brain MRIs especially for infants. Therefore, a higher-order MGRF spatial interaction model is used, which adds to the pairwise cliques the families of the triple and quad cliques (figure 33(b,c)) with analytical estimation of the potentials. The proposed approach has the ability to account for the large inhomogeneity of brain MR images, thus, reducing the noise effects and increasing the segmentation accuracy. Details of the proposed higher-order MGRF model are described below.

Figure 33. Samples of the second- (a), third- (b), and fourth-order (c) cliques for the 26-neighborhood (graph cliques are shown in different colors for visualization purpose).

Let $C_a$ denote a family of $s$-order cliques of an interaction graph with nodes in the 3D lattice sites $(x, y, z)$ and edges connecting the interacting, or interdependent, sites (see figure 33). To account for large variations of the brain MRI scans, the label interactions are modeled by a spatially homogeneous MGRF with up to fourth-order interactions over the nearest 26-neighborhoods of voxels:

$$P_V(m) = \frac{1}{Z_V} \exp \left( \sum_{a=1}^{A} \sum_{c \in C_a} V_a(m(x, y, z) : (x, y, z) \in c) \right)$$  (11)
where A clique families describe the geometry of the graph interactions, 
\( V_a : \{0, \ldots, L\} \rightarrow (-\infty, \infty) : a = 1, \ldots, A \) is a collection of Gibbs potential functions \( V_a \) for the families \( C_a \), and the partition function \( Z_V \) normalizes the probabilities over the parent population \( \mathbb{M} = \{0, \ldots, L\}^{XYZ} \) of all maps. An initial region map \( m \), obtained by the voxel-wise classification, allows for analytically approximating the maximum likelihood estimates of the potentials and computing the voxel-wise probabilities of the region labels. For symmetry sake, only equality or inequality of the labels in clique \( c \) is taken into account. The second- third- and forth–order potentials are given by equations (12), (13), and (14), respectively:

\[
V_a(m_{p_1}, m_{p_2}) = \begin{cases} 
V_{2:aeq} & \text{if } m_{p_1} = m_{p_2} \\
-V_{2:aeq} & \text{otherwise}
\end{cases}
\tag{12}
\]

\[
V_a(m_{p_1}, m_{p_2}, m_{p_3}) = \begin{cases} 
V_{3:aeq_3} & \text{if } m_{p_1} = m_{p_2} = m_{p_3} \\
-V_{3:aeq_3} & \text{otherwise}
\end{cases}
\tag{13}
\]

\[
V_a(m_{p_1}, m_{p_2}, m_{p_3}, m_{p_4}) = \begin{cases} 
V_{4:aeq_4} & \text{if } 4 \text{ equal labels} \\
V_{4:aeq_3} & \text{if } 3 \text{ equal labels} \\
-(V_{4:aeq_3} + V_{4:aeq_4}) & \text{otherwise}
\end{cases}
\tag{14}
\]

where \( m_{p_i} \) is the region map label at the voxel \( p_i = (x_i, y_i, z_i) \). The proposed analytical approximation of the Gibbs potentials from a given map \( m \) extends earlier second-order MGRFs (e.g., [127]) to the higher-order models. The complete proof for the higher-order MGRF model is detailed in the supplementary materials.

3 Adaptive Shape Model

To enhance the segmentation accuracy, expected shapes of each brain label are constrained with an adaptive probabilistic shape prior. To create the shape
database, a training set of images collected from different brain subjects, are co-aligned by 3D affine transformations with 12 degrees of freedom (3 for the 3D translation, 3 for the 3D rotation, 3 for the 3D scaling, and 3 for the 3D shearing) in a way that maximizes their Mutual Information (MI) [128]. The shape prior is a spatially variant independent random field of region labels for the co-aligned data:

$$P_{sp}(m) = \prod_{(x,y,z) \in R} p_{sp;x,y,z}(m_{x,y,z})$$

(15)

where $p_{sp;x,y,z}(l)$ is the voxel-wise empirical probabilities for each brain label $l \in L$. For each input MR data to be segmented, the shape prior is constructed by an adaptive process guided by the visual appearance features of the input MRI data. First, the subject from the shape database that has the best match with the input subject (i.e., highest similarity) is selected using the normalized cross correlation similarity coefficient. The selected subject is then used as a reference prototype to co-align the input subject using the 3D affine transformation described above. Algorithm 2 has been used in order to estimate the shape prior probabilities for each voxel in the test subject. The complete segmentation framework steps are summarized in Algorithm 3.

### C Experimental Results

In order to highlight the accuracy and robustness of the presented segmentation approach, it has been tested on twenty thick T1-weighted adult MR brain images acquired at the UMC Utrecht, the Netherlands, from patients with diabetes and their matched controls (having an increased cardiovascular risk) with varying degrees of atrophy and white matter lesions (age > 50). These twenty data sets were acquired with a 3T MRI scanner with voxel size 0.958mm × 0.958mm × 3.0mm, and are divided into fifteen subject for testing and five subjects provided with full manual segmentations of GM, WM and CSF for training. The proposed
Algorithm 2 Key Steps for Creating the Adaptive Shape Model

1. Construct the shape database through a co-alignment of the biased corrected training brains (both grey scale and manually segmented).

2. Use normalized cross correlation to measure the similarity between the test subject and each subject in the shape database, and choose the database subject that has the highest similarity to act as the reference in the registration process.

3. Register the test subject to the selected reference subject using 3D affine transformations with 12 degrees of freedom that maximizes their MI [128].

4. For each voxel in the test subject, calculate its shape prior probability according to the following steps:
   (a) Use the obtained transformation matrix (T) to transform each voxel to the shape database domain.
   (b) Construct a 3D window with initial size of \( N_{1i} \times N_{2i} \times N_{3i} \).
   (c) Search inside the window for voxels with corresponding grey level in all training data sets.
   (d) If needed, increase the window size and redo the search until a non-empty result is found.
   (e) Create the labels’ probabilities based on the relative occurrence of each label from the search results.

Brain tissue segmentation approach has been applied to classify T1-weighted MR brain images to the following four classes: WM, GM, CSF, and other brain tissues. Empirical gray level density for the T1-weighted MR brain images, after removing the brain skull, and its estimated four dominant densities are shown in figure 34. Figure 35 demonstrates a step by step marginal density estimation for each class (1\(^{st}\)-order visual appearance descriptor) using the LCDG model. The first step is to remove the skull using the proposed brain extraction in Algorithm 1 as shown in figure 36(b). The second step is to get the initial region map by using the estimated LCDG models for each class (see figure 35(f)) and the prior shapes as shown in figure 36(c). Finally, the initial map is refined by using the proposed three descriptors
Algorithm 3 Key Steps for the Proposed Segmentation Approach

1. Use the developed automated approach in Algorithm 1 to remove the skull from T1-weighted MR brain images.

2. Approximate the marginal intensity distribution $P(g)$ of the T1-weighted MR brain image using an LCDG with four dominant modes (WM, GM, CSF, and other brain tissues).

3. Form an initial region map $m$ using the marginal estimated density and prior shape of each brain label.

4. Find the Gibbs potentials for the MGRF model (for both pair-wise and higher-order cliques) from the initial map $m$.

5. Improve $m$ using the voxel-wise Iterative Conditional Mode (ICM) algorithm [129].

Figure 34. Typical T1-weighted MR brain images (a) and its normalized empirical density $f(q)$ (b).

(1st-order visual appearance, 3D spatial MGRF, and prior shape models) to get the final segmentation as shown in figure 36(d). Figure 37 shows the 3D results of the proposed segmentation approach.

The performance of the proposed segmentation framework has been evaluated using three performance metrics: (i) the Dice similarity coefficient (D) [92],
Figure 35. (a) Estimated density using only the four dominant Gaussian components \( p_4(q) \), (b) deviation between \( f(q) \) and \( p_4(q) \), (c) estimated density of absolute deviation, (d) LCDG components, (e) final estimated density \( p(q) \), and (f) final estimated marginal density for each class.
Figure 36. Segmentation results of the proposed segmentation approach. Segmentation performed in 3-dimensions; results projected onto 2D planes for visualization. (a) 2D profile of the original T1-weighted MR brain images, (b) MR brain data after removing the skull using BET software [70, 96], (c) initial segmentation results using 1st-order visual appearance and prior shape models, and (d) final segmentation results using the proposed three models. Note that WM, GM, and CSF are shown in yellow, green, and red colors, respectively.

Figure 37. 3D visualization for the adult brain segmentation results: (a) WM, (b) GM, and (c) CSF.
TABLE 2. The proposed brain tissue segmentation approach results for the fifteen test adult brains evaluated by MRBrainS13 [130].

(ii) the 95-percentile modified Hausdorff distance ($H_{95}$) [93], and (iii) the absolute volume difference (AVD). These metrics are elaborated in Chapter II. Metrics were computed by comparing a ground truth segmentation to results from the proposed approach. The detailed classification results of the different brain tissues for the fifteen data sets are shown in Table 2. The average D for segmentation of the WM, GM, CSF, brain (WM+GM), and intracranial volume (ICV) (WM+GM+CSF) are 87.9±2.0%, 83.0±1.5%, and 78.9±4.2%, respectively, confirm the high accuracy of the proposed segmentation technique.

<table>
<thead>
<tr>
<th>no.</th>
<th>GM</th>
<th>WM</th>
<th>CSF</th>
<th>Brain</th>
<th>ICV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D$</td>
<td>$H_{95}$</td>
<td>AVD</td>
<td>$D$</td>
<td>$H_{95}$</td>
</tr>
<tr>
<td>1</td>
<td>85.91</td>
<td>1.36</td>
<td>7.04</td>
<td>89.26</td>
<td>1.92</td>
</tr>
<tr>
<td>2</td>
<td>81.21</td>
<td>1.36</td>
<td>9.17</td>
<td>86.65</td>
<td>1.92</td>
</tr>
<tr>
<td>3</td>
<td>82.25</td>
<td>1.92</td>
<td>4.08</td>
<td>85.75</td>
<td>3.00</td>
</tr>
<tr>
<td>4</td>
<td>82.48</td>
<td>1.92</td>
<td>10.0</td>
<td>88.85</td>
<td>2.14</td>
</tr>
<tr>
<td>5</td>
<td>84.57</td>
<td>1.92</td>
<td>11.6</td>
<td>85.91</td>
<td>1.92</td>
</tr>
<tr>
<td>6</td>
<td>81.36</td>
<td>1.36</td>
<td>8.71</td>
<td>88.52</td>
<td>1.92</td>
</tr>
<tr>
<td>7</td>
<td>83.16</td>
<td>1.92</td>
<td>15.1</td>
<td>86.34</td>
<td>2.14</td>
</tr>
<tr>
<td>8</td>
<td>84.11</td>
<td>1.36</td>
<td>20.3</td>
<td>88.28</td>
<td>1.92</td>
</tr>
<tr>
<td>9</td>
<td>84.03</td>
<td>1.36</td>
<td>5.93</td>
<td>91.57</td>
<td>1.36</td>
</tr>
<tr>
<td>10</td>
<td>82.54</td>
<td>1.92</td>
<td>16.9</td>
<td>86.80</td>
<td>2.88</td>
</tr>
<tr>
<td>11</td>
<td>79.77</td>
<td>1.92</td>
<td>0.23</td>
<td>87.71</td>
<td>3.03</td>
</tr>
<tr>
<td>12</td>
<td>83.28</td>
<td>1.36</td>
<td>6.28</td>
<td>90.18</td>
<td>1.36</td>
</tr>
<tr>
<td>13</td>
<td>82.87</td>
<td>1.92</td>
<td>8.13</td>
<td>90.39</td>
<td>1.92</td>
</tr>
<tr>
<td>14</td>
<td>84.38</td>
<td>1.92</td>
<td>2.62</td>
<td>87.44</td>
<td>3.00</td>
</tr>
<tr>
<td>15</td>
<td>82.47</td>
<td>1.92</td>
<td>3.01</td>
<td>84.50</td>
<td>3.15</td>
</tr>
</tbody>
</table>
in this thesis has received the first prize for the best performance and has been published in the MIDAS Journal [131]. The final ranking was based on the evaluation results for both the on-site and off-set data sets. The data sets were comprehensively evaluated using the $D$, $H_{95}$, and $AVD$ for the WM, GM, CSF tissues in the human brain. Each approach received a rank ($r$), 1 being best and 11 being worst, for each of the tissue types based on the average of the evaluation metrics. The final score ($s$) was determined by adding up the total scores for each approach, and the approach with the lowest score was the international winner of the MR-BrainS13 challenge. As shown in Table 3, the proposed brain tissue segmentation approach has been ranked the first.

The experimental results show that the proposed accurate identification of the Joint MGRF model demonstrates promising results in segmenting the brain (GM + WM) from T1-weighted MR brain images. The present implementation in C++ programming language on a Dell precession T7500 workstation with an Intel quad-core processor (3.33 GHz each) with 48 GB of memory and a 1.5 TB hard drive with RAID technology takes about $5.78 \pm 0.54$ seconds for processing 48 T1-MR images of size $240 \times 240$ pixels each, i.e about 0.12 seconds per image. Box-plots drawn in figures 38, 39, 40, 41, and 42 present the evaluation results of the GM, WM, CSF, brain and ICV segmentation for each of the participating algorithms over all the 15 test datasets.

Figure 38. Evaluation results of the gray matter segmentation over all 15 scans per approach per measure. Courtesy of [130].
TABLE 3. Results of the 11 evaluated algorithms on the 15 test datasets. The algorithms are ranked ($r$) based on their overall score ($s$). This score is based on the gray matter (GM), white matter (WM) and cerebrospinal fluid (CSF) segmentation rank and the three evaluated measures: Dice coefficient (D), 95th percentile Hausdorff distance ($H_{95}$ in mm), and the absolute volume difference (AVD in %). The average runtime $t$ in seconds (s), minutes (m), or hours (h) and the scans (T1: T1-weighted scan, 3D T1: 3D T1-weighted scan, IR: T1-weighted inversion recovery (IR), F: T1-weighted FLAIR) that are used for processing are provided as well. Courtesy of [130].

<table>
<thead>
<tr>
<th>Team Name</th>
<th>t</th>
<th>Scans</th>
<th>GM</th>
<th>WM</th>
<th>CSF</th>
<th>Brain</th>
<th>JCV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$D$</td>
<td>$H_{95}$</td>
<td>AVD</td>
<td>$D$</td>
<td>$H_{95}$</td>
<td>AVD</td>
<td>$D$</td>
</tr>
<tr>
<td></td>
<td>$\mu (\sigma)$</td>
<td>$\mu (\sigma)$</td>
<td>$\mu (\sigma)$</td>
<td>$\mu (\sigma)$</td>
<td>$\mu (\sigma)$</td>
<td>$\mu (\sigma)$</td>
<td>$\mu (\sigma)$</td>
</tr>
<tr>
<td>1</td>
<td>UofL Biolaging</td>
<td>6s</td>
<td>T1</td>
<td>83.0</td>
<td>1.7</td>
<td>86.0</td>
<td>2.2</td>
</tr>
<tr>
<td>2</td>
<td>BIG2</td>
<td>35m</td>
<td>T1, IR, F</td>
<td>84.7</td>
<td>1.9</td>
<td>88.4</td>
<td>2.4</td>
</tr>
<tr>
<td>3</td>
<td>CMIV</td>
<td>3m</td>
<td>T1, F</td>
<td>82.4</td>
<td>2.7</td>
<td>87.7</td>
<td>2.4</td>
</tr>
<tr>
<td>4</td>
<td>UB YPML Med</td>
<td>30m</td>
<td>T1, IR, F</td>
<td>83.3</td>
<td>2.1</td>
<td>88.6</td>
<td>2.7</td>
</tr>
<tr>
<td>5</td>
<td>bigi_neuro</td>
<td>2h</td>
<td>T1, F</td>
<td>81.5</td>
<td>3.7</td>
<td>87.3</td>
<td>3.0</td>
</tr>
<tr>
<td>6</td>
<td>Narvil</td>
<td>2m</td>
<td>T1, F</td>
<td>83.5</td>
<td>2.3</td>
<td>87.1</td>
<td>2.3</td>
</tr>
<tr>
<td>7</td>
<td>Roberts</td>
<td>16m</td>
<td>3D T1, IR</td>
<td>79.7</td>
<td>2.0</td>
<td>86.2</td>
<td>3.1</td>
</tr>
<tr>
<td>8</td>
<td>MNAB</td>
<td>15m</td>
<td>T1, IR, F</td>
<td>83.9</td>
<td>2.1</td>
<td>88.0</td>
<td>2.7</td>
</tr>
<tr>
<td>9</td>
<td>Jedi Mind</td>
<td>2h</td>
<td>T1, IR, F</td>
<td>77.8</td>
<td>3.9</td>
<td>80.6</td>
<td>4.5</td>
</tr>
<tr>
<td>10</td>
<td>S2_QM</td>
<td>1.5s</td>
<td>T1, IR, F</td>
<td>76.4</td>
<td>5.5</td>
<td>93.6</td>
<td>2.9</td>
</tr>
<tr>
<td>11</td>
<td>LNMBrains</td>
<td>5m</td>
<td>T1, IR, F</td>
<td>72.8</td>
<td>6.8</td>
<td>95.6</td>
<td>6.8</td>
</tr>
</tbody>
</table>
Figure 39. Evaluation results of the white matter segmentation over all 15 scans per approach per measure. Courtesy of [130].

Figure 40. Evaluation results of the cerebrospinal fluid segmentation over all 15 scans per approach per measure. Courtesy of [130].

Figure 41. Evaluation results of the brain (GM and WM) segmentation over all 15 scans per approach per measure. Courtesy of [130].
Figure 42. Evaluation results of the intracranial (GM, WM, and CSF) segmentation over all 15 scans per approach per measure. Courtesy of [130].

After validating the proposed brain tissue segmentation approach accuracy and robustness by testing it on MR adult brains and comparing it with the current state of the art segmentation approaches, the approach has been applied to T1-weighted infant MR brain data sets obtained from the infant brain imaging study (IBIS) [94], and has been evaluated using dataset with manually segmented ten ground truth subjects, obtained by an MR expert. MR data was acquired at 3T images of infants scanned at approximately six months old with a voxel size of $1 \times 1 \times 1$ mm$^3$. The proposed method has segmented the infant MR brain images into three classes: brain (WM+GM), CSF, and other brain tissue. Examples of the proposed infant brain segmentation approach results are shown in figures 43, 44, and 45.

Figure 43. 3D visualization of the extracted MR infant brain.
Figure 44. Normalized empirical density for each class of the infant MR brain.

The performance of the proposed segmentation framework has been evaluated using the same three performance metrics used for the adult brain segmentation: $D$ [92], $H_{95}$ [93], and AVD. Metrics were computed by comparing a ground truth segmentation to results from the proposed approach using 10 infant brain datasets. As demonstrated in Table 4, the average $D$, $H_{95}$, and AVD for segmentation of the brain are $89.9\pm3.19\%$, $6.74\pm2\%$, and $9.78\pm8.5\%$, respectively, which confirms the high accuracy of the proposed segmentation technique.

D Summary

A new framework has been introduced in this Chapter for the automated segmentation of the brain from 3D infant MR images. The proposed approach has shown that the integration of the higher–order MGRF spatial model with the first-order visual appearance features is a promising approach for guiding an adaptive shape model to segment T1-weighted infant brain MRIs. As mentioned in Chapter I, the ultimate goal is to integrate the proposed approach into a CAD system for diagnosing autism in infants. Another future extension of this work would be
analyzing the classified brain tissues and testing these measurements to characterize physiological processes and disease entities or to characterize disease severity. Moreover, the proposed framework can be integrated with other methodologies to explore extracting features from the classified GM and WM regions of the brain. In particular, the accuracy of the proposed framework can help researchers to develop new techniques that can help to differentiate between autistic and control infants brains.
Figure 45. Segmentation is performed in 3D and the results are projected onto 2D planes for visualization. (a) The 2D profile of the original infant MRIs and (b) the final segmentation results obtained using the proposed approach.
CHAPTER IV

CONCLUSION AND FUTURE WORK

This thesis has presented a fast and accurate classification from T1-weighted structural magnetic resonance imaging (MRI). In general, segmenting infant brain tissues from MRI contributes much to the analysis and treatment of brain injury and disorder resulting from the infant brain prematurity. Therefore, the next step will be to analyze the classified brain structures to be used in developing a computer-aided diagnosis (CAD) system for autism, which is the case study in this thesis. The proposed autism CAD system in this work consists of three main steps: (i) infant brain tissue classification from medical images, (ii) extraction of discriminatory features (e.g., shape features, WM thickness, cortical volume, etc) for the segmented brain tissues, and (iii) classification of autistic from normal infant brains based on analyzing the extracted features and shapes of different brain tissues for both normal and autistic brains. This thesis focus mainly on step (i). The proposed models and techniques developed in thesis show promising results for a variety of medical applications:

- Modeling the shape of complex medical structures such as white matter (WM), grey matter (GM), and cerebrospinal fluid (CSF) [131].
- Automatic extraction of the brain from structural MRI [132].
- Automatic classification of the brain from structural MRI into corresponding tissues (i.e., WM, GM, and CSF) [131].
In the following section, a summary of the most important contributions in this thesis is presented.

A Contributions

- This thesis presents a novel adaptive shape model that has the ability to capture the shape variation of complex brain structures, such as white matter (WM), gray matter (GM), and cerebrospinal fluid (CSF), by accounting for the first- and second-order visual appearance characteristics of the medical structures. The adaptive shape model has been successfully used to guide the classification of brain tissue and has shown an ability to account for the complexity of the brain structures [131]. The preliminary results of this model confirm its benefits and encourage using it to model other medical structures.

- This thesis proposes a novel brain extraction and skull stripping [132] approach of the human brain from 3D structural MR images, which has the ability to extract both adult as well as infant brains from MRI images. The main contribution in this approach is the integration of a stochastic model (a two-level Markov-Gibbs random field (MGRF)) that serves to learn the visual appearance of the brain texture, and a geometric model (the brain iso-surfaces) that preserves the brain geometry during the extraction process. The proposed approach has been evaluated using the Dice similarity coefficient (D) [92], 95-percentile modified Hausdorff distance (H_{95}) [93], and the absolute volume difference (AVD) and, has been compared with widely-used brain extraction tools: infant brain extraction and analysis toolbox (iBEAT) [95], brain surface extractor (BSE) [82], brain extraction tool (BET) [70], and BET2 [96]. The experiments show that the fusion of stochastic and geometric models of the brain MRI data has led to more accurate brain extraction, when compared with other widely-used brain extraction
tools [70, 82, 95, 96].

- This thesis proposes a novel brain tissue segmentation [131] approach to classify the brain tissues into corresponding structures (i.e., WM, GM, CSF). The proposed method is based on using the developed shape prior model built using a subset of co-aligned training images that is adapted during the segmentation process based on first- and second-order visual appearance characteristics. The proposed method has been tested on both adults and infant brain MR images and the performance has been evaluated using three performance metrics: D [92], H95 [93], and absolute volume difference (AVD). The experiments of integrating a higher-order MGRF spatial model with first-order visual appearance features for guiding an adaptive shape model to segment T1-weighted infant brain MRIs have shown promising results and have documented a significant improvement in accuracy compared to the FMRIBs automated segmentation tool (FAST) [133]. Moreover, the proposed approach participated in the MICCAI Grand Challenge on MR Brain Image Segmentation (MRBrainS13) [130] on double-blind data, which were held in the International Conference on Medical Image Computing and Computer-Assisted Intervention (MICCAI’13), Nagoya, Japan, September 2013. The proposed approach in this thesis has achieved the first prize and has been published in the MIDAS Journal [131].

B Future Work

The work presented in this thesis can be further enhanced and extended as follows:

- The proposed brain classification framework has been used to segment WM, GM, and CSF brain structures. Future work include investigating the ability of the proposed method to segment other brain structures, such as the corpus
callosum (CC), the hippocampus, and the cerebellum.

- This thesis presents an accurate method for brain tissue classification into the corresponding brain structures (i.e., GM, WM, CSF). The promising accuracy of the proposed framework can help researchers to develop new techniques that can help to differentiate between autistic and control infants brains. Future work explores extracting diagnostic features in the segmented GM and WM regions of the brain and integrate these methods in the developed CAD system for autism. In order to enhance the diagnostic accuracy, future work will investigate integrating other diagnostic features that will be extracted from other brain structures, such as the corpus callosum (CC), the hippocampus, and the cerebellum.

- The ultimate goal of the work proposed in this thesis is to develop a CAD system for early autism diagnosis. A future extension of this work would be analyzing the extracted brain and testing these measurements not only to diagnose autism [134–141], but also to characterize physiological processes and other disease entities or to characterize the severity of other diseases such as dyslexia [142, 143], brain tumors, strokes, seizure disorders, depression, and Alzheimer’s disease [33].

- Another future work will be to apply the developed models in other clinical applications such as: acute renal rejection [144–153], lung cancer detection [154–187], and cancerous cells detection in the prostate [188–194].
REFERENCES


[69] H. Xue, L. Srinivasan, S. Jiang, M. Rutherford, A. D. Edwards, D. Rueckert,


A Appendix I - Analytical Estimation of the bi-valued Gibbs Potentials

Let \( Q = \{0, \ldots, Q - 1\} \) and \( L = \{0, \ldots, L - 1\} \) denote sets of gray levels \( q \) and region labels \( k \), respectively. Here, \( Q \) is the number of gray levels and \( K \) is the number of image modes, i.e., peaks in the gray level frequency distribution, e.g., for a bimodal image, \( L = 2 \). We assume that each dominant image mode corresponds to a particular class of objects to be found in the image.

Let \( R = \{(x, y, z) : 0 \leq x \leq X - 1, 0 \leq y \leq Y - 1, 0 \leq z \leq Z - 1\} \) be a 3D \((x, y, z)\)-arithmetic grid supporting gray level images \( g : R \to Q \) and their region maps \( m : R \to L \). A two-level probability model of original images to segment and their desired region maps is given by a joint distribution \( P(g, m) = P(m)P(g|m) \) where \( P(m) \) is an unconditional probability distribution of maps (2nd-order spatial Markov Gibbs random field (MGRF) model) and \( P(g|m) \) is a conditional distribution of images, given the map (1st-order intensity model). The Bayesian maximum \( a \ posteriori \) (MAP) estimate of the map \( m \), given the image \( g \):

\[
m^* = \arg \max_{m \in \mathcal{X}} L(g, m)
\]

where \( \mathcal{X} \) is the set of all region maps with labels \( \lambda \in L \) on \( R \), maximizes the log-likelihood function:

\[
L(g, m) = \frac{1}{|R|} (\log P(g|m) + \log P(m))
\]  

To find this estimate, we need to select the 1st-order intensity model and 2nd-order spatial MGRF model and identify their parameters.

1 Unconditional Region Map Model

The simplest model of interdependent region labels is the MGRF with the nearest 26-neighborhood of each voxel. By symmetry considerations, we assume
the Gibbs potentials are independent of relative orientation of voxel pairs, are the same for all classes, and depend only on whether the pair of labels are equal or not. Under these assumptions, it is the simplest auto-binomial model, the Potts one, being for a long time a popular region map model [195–198]. But unlike the conventional counterparts, its Gibbs potential is obtained analytically using the maximum likelihood estimator for a generic MGRF derived in [199]. The 26-neighborhood results in a family

\[ C_N = \{(x, y, z, \xi, \eta, \kappa) : (x, y, z) \in \mathbb{R}; (x + \xi, y + \eta, z + \kappa) \in \mathbb{R}; (\xi, \eta, \kappa) \in \nu_s\} \]

of the neighboring voxel pairs supporting the Gibbs potentials. The potentials are bi-valued because only the coincidence of the labels is taken into account: \( V(\lambda, \lambda') = V_{eq} \) if \( \lambda' = \lambda' \) and \( V_{ne} \) if \( \lambda \neq \lambda' \). Then the MGRF model of region maps is as follows:

\[
P(m) = \frac{1}{Z_N} \exp \sum_{(x,y,z) \in \mathbb{R}} \sum_{(\xi,\eta,\kappa) \in \nu_s} V(m_{x,y,z}, m_{x+\xi,y+\eta,z+\kappa})
\]

\[
= \frac{1}{Z_N} \exp \left( |C_N| V_{eq} (2f_{eq}(m) - 1) \right)
\]

where \(|C_N|\) is the cardinality of the family \(C_N\) and \(f_{eq}(m)\) denotes the relative frequency of the equal labels in the voxel pairs of this family:

\[
f_{eq}(m) = \frac{1}{|C_N|} \sum_{c_{x,y,z,\xi,\eta,\kappa} \in C_N} \delta(m_{x,y,z} - m_{x+\xi,y+\eta,z+\kappa})
\]

Here, \(\delta()\) denotes the Kronecker delta function: \(\delta(0) = 1\) and 0 otherwise. To identify the 2nd-order MGRF model, we have to estimate only the potential value \(V_{eq}\).

To compute the second term, \(\frac{1}{|\mathbb{R}|} \log P(m)\), in Eq. (16) for a region map \(m\), we use the approximate partition function \(Z_N\) in [200] (see also [195], p.156) reduced
in our case to:

\[ Z_N \approx \exp \left( \sum_{x,y,z \in R} \sum_{\xi,\eta,\kappa \in \nu} \sum_{\lambda \in L} V(\lambda, m_{x+\xi,y+\eta,z+\kappa}) \right) \]

\[ = \exp \left( |C_N| \sum_{\lambda \in L} (Veq \phi_\lambda(m) - Veq(1 - f_\lambda(m))) \right) \]

\[ = \exp (Veq |C_N|(2 - L)) \]

where \( f_\lambda(m) \) is the marginal frequency of the label \( \lambda \) in the map \( m \). The above approximate partition function (which becomes too trivial for \( L = 2 \)) results in the following approximation of the second term \( \frac{1}{|R|} \log P(m) \) in Eq. (16):

\[ \rho Veq (2Veq(m) + L - 3) \approx 4Veq (2Veq(m) + L - 3) \quad (19) \]

where \( \rho \approx \frac{|C_N|}{|R|} \approx |\nu_s| = 4. \)

2 Identification of the 2nd-order MGRF model

The approximate log-likelihood term in Eq. (19) is unsuitable for estimating the model parameter \( Veq \) that specifies the Gibbs potential. Thus we identify the 2nd-order MGRF model using a reasonably close first approximation of the maximum likelihood estimate (MLE) of \( Veq \) derived for a given region map \( m^o \) in accord with [199] from the unconditional log-likelihood \( L_u(m^o|Veq) = \frac{1}{|R|} \log P(m^o) \) of Eq. (17) with the exact partition function \( Z_N = \sum_{m \in \mathcal{X}} \exp (Veq \rho |R|(2Veq(m) - 1)) \) where \( \mathcal{X} \) is the parent population of region maps:

\[ L_u(m^o|Veq) = Veq \rho (2Veq(m^o) - 1) \]

\[ - \frac{1}{|R|} \log \left( \sum_{m \in \mathcal{X}} \exp (Veq \rho |R|(2Veq(m) - 1)) \right) \]

The approximation is obtained by truncating the Taylor’s series expansion of
\( L(m^\circ|\text{V}_\text{eq}) \) in the close vicinity of zero potential, \( \text{V}_\text{eq} = 0 \), to the first three terms:

\[
L_u(m^\circ|0) + \text{V}_\text{eq} \frac{d L(m^\circ|\text{V}_\text{eq})}{d \text{V}_\text{eq}} \bigg|_{\text{V}_\text{eq}=0} + \frac{1}{2} \text{V}_\text{eq}^2 \frac{d^2 L_u(m^\circ|\text{V}_\text{eq})}{d \text{V}_\text{eq}^2} \bigg|_{\text{V}_\text{eq}=0} \tag{20}
\]

Because zero potential produces an independent random field (IRF) equiprobable region labels \( \lambda \in L \), the relative frequency of the equal pairs of labels over \( C_N \) has in this case the mean value \( \frac{1}{L} \) and the variance \( \frac{L-1}{L^2} \). Then the following relationships hold:

\[
\frac{d L_u(m^\circ|\text{V}_\text{eq})}{d \text{V}_\text{eq}} \bigg|_{\text{V}_\text{eq}=0} = 2 \rho \left( f_{\text{eq}}(m^\circ) - \frac{1}{L} \right)
\]

\[
\frac{d^2 L_u(m^\circ|\text{V}_\text{eq})}{d \text{V}_\text{eq}^2} \bigg|_{\text{V}_\text{eq}=0} = -4 \rho \frac{L-1}{L^2}
\]

where \( f_{\text{eq}}(m^\circ) \) is the relative frequency of the equal label pairs in the region map \( m^\circ \) specified in Eq. (18). The approximate likelihood of Eq. (20) results in the following MLE of \( \text{V}_\text{eq} \) for a given map \( m^\circ \):

\[
\text{V}_\text{eq} = \frac{L^2}{2(L-1)} \left( f_{\text{eq}}(m^\circ) - \frac{1}{L} \right)
\]  

This relationship allows for computing the potentials of the Potts model for each current region map obtained by the Bayesian classification based on the estimated low-level image model. For bimodal images (\( L = 2 \)), the value \( \text{V}_\text{eq} \) is estimated as:

\[
\text{V}_\text{eq} = 2 f_{\text{eq}}(m^\circ) - 1
\]  

B Appendix II - Analytical Estimation of Gibbs Potentials for Higher-Order MGRF Model

Let \( L = \{0, \ldots, L\} \) and \( R = \{(x, y, z) : 0 \leq x \leq X - 1, 0 \leq y \leq Y - 1, 0 \leq z \leq Z - 1, \} \) denote a set of region labels \( L \) and a finite arithmetic lattice supporting binary maps \( m : R \rightarrow L \), respectively. Let \( C_a \) be a family of \( s \)-order cliques of interaction graph with nodes in the lattice sites \((x, y, z)\) and edges connecting the interacting (interdependent) sites. Let \( A \) clique families describe the spatial
geometry of interactions between the region labels of region maps for an MGRF model:

\[ P_V(m) = \frac{1}{Z_V} \exp \left( \sum_{a=1}^{A} \sum_{c \in C_a} V_a(m(x, y, z) : (x, y, z) \in c) \right) \]

where \( V = [V_a : \{0, \ldots, L\} \rightarrow (-\infty, \infty) : a = 1, \ldots, A] \) is a collection of potential functions for the families \( C_a \) and \( Z_V \) is the partition function

\[ Z_V = \sum_{m \in M} \exp \left( \sum_{a=1}^{A} \sum_{c \in C_a} V_a(m(x, y, z) : (x, y, z) \in c) \right) \]

normalising the probabilities over the population \( M = \{0, \ldots, L\}^{XYZ} \) of the maps. Let \( F(m^o) = [\rho_a F_a(\mu_1, \ldots, \mu_s|m^o) : (\mu_1, \ldots, \mu_s) \in \{0, \ldots, L\}^s ; a = 1, \ldots, A] \) and \( P_V = [\rho_a P_a(\mu_1, \ldots, \mu_s|V) : (\mu_1, \ldots, \mu_s) \in \{0, \ldots, L\}^s ; a = 1, \ldots, A] \)

where \( \rho_a = \frac{1}{XYZ |C_a|} \) is the relative cardinality of the clique family with respect to the lattice cardinality, denote the collection of scaled relative frequencies \( F_a(\mu_1, \ldots, \mu_s|m^o) \) of co-occurrences of configurations \((\mu_1, \ldots, \mu_s)\) of the labels in the cliques of each family \( C_a \) over a given training map \( m^o \) and the corresponding scaled marginal probabilities \( P_a(\mu_1, \ldots, \mu_s|V) \) of these configurations for the MGRF model, respectively.

The normalized log-likelihood \( L(V|m^o) = \frac{1}{XYZ} \log P_V(m^o) \) of the map \( m^o \) has the gradient

\[ \nabla L(V|m^o) \equiv \frac{\partial}{\partial V} L(V|m^o) = F(m^o) - P_V \]

and its Hessian matrix of the second derivatives is equal to the negated covariance matrix of the marginal probabilities of signal co-occurrences in the cliques (due to non-negative definiteness of the covariance matrix, the log-likelihood is unimodal over the potential space).

The analytical potential estimate (i.e., the approximate maximum likelihood estimate) is specified as scaled gradient vector at the origin in the potential space:
\[ V^* = \lambda^* (F(m^o) - P_0) \]

where the factor \( \lambda^* \) maximises the truncated (to the first three terms) Taylor series decomposition of the log-likelihood

\[ L(V|m^o) \]

about the origin:

\[ L(V|m^o) \approx L(0|m^o) + \lambda (F(m^o) - P_0)^\top (F(m^o) - P_0) \]

\[ -\frac{\lambda^2}{2} (F(m^o) - P_0)^\top D_0 (F(m^o) - P_0) \]

where \( D_0 \) denotes the covariance matrix for marginal clique-wise probabilities at the origin. Generally,

\[ \lambda^* = \frac{(F(m^o) - P_0)^\top (F(m^o) - P_0)}{(F(m^o) - P_0)^\top D_0 (F(m^o) - P_0)} \]

The origin, \( V = 0 \) (zero potentials), corresponds to an independent random field (IRF) of equiprobable labels, so that the covariance matrix is closely approximated with the diagonal matrix of variances.

For the labels, \( m(x, y, z) \in \{0, \ldots, L\} \), the marginal co-occurrence probabilities over cliques of second, third, and fourth order are \( \frac{1}{4}, \frac{1}{8}, \) and \( \frac{1}{16} \), respectively. If for the symmetry sake, only equality and inequality of the labels are taken into account, then the combinations of co-occurrences and their probabilities are summarized in Table 5.

Provided the cardinalities of the clique families are close to the lattice cardinality (so that \( \rho_a \approx 1 \)) for all the families \( a = 1, \ldots, A \), the resulting potential estimates for the second- and third-order models are independent of the number \( A \) of the clique families:

**Second-order:** \( V_{2:a:eq} = -V_{2:a:ne} = 4 \left( F_{a:eq}(m^o) - \frac{1}{2} \right) \)

**Third-order:** \( V_{3:a:eq_3} = -V_{3:a:eq_2} = \frac{16}{3} \left( F_{a:eq_3}(m^o) - \frac{1}{4} \right) \)
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TABLE 5. Label combinations and their marginal probabilities for second-, third-, and fourth-order cliques. Here, $p$ denote the probability, “eq” and “ne” denote two equal or non-equal labels for a second-order clique, and “eq$_i$” denote $i$ equal labels for a third- or fourth-order clique.

<table>
<thead>
<tr>
<th>Clique order</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>3</th>
<th>4</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Label combinations</td>
<td>eq</td>
<td>ne</td>
<td>eq</td>
<td>eq</td>
<td>eq</td>
<td>eq</td>
<td>eq</td>
</tr>
<tr>
<td>Marginal $p$ for the IRF</td>
<td>1/2</td>
<td>1/2</td>
<td>1/4</td>
<td>3/4</td>
<td>1/8</td>
<td>1/2</td>
<td>3/8</td>
</tr>
<tr>
<td>Its variance $p(1-p)$</td>
<td>1/4</td>
<td>1/4</td>
<td>3/16</td>
<td>3/16</td>
<td>7/64</td>
<td>1/4</td>
<td>15/64</td>
</tr>
</tbody>
</table>

But for the fourth-order model the factor depends on the number of clique families and the marginal probabilities of label combinations for these families on the training map $m^o$:

\[
V_{4:a:eq_4} = \lambda^* \left( F_{a:eq_4}(m^o) - \frac{1}{8} \right)
\]

\[
V_{4:a:eq_3} = \lambda^* \left( F_{a:eq_3}(m^o) - \frac{1}{2} \right)
\]

\[
V_{4:a:eq_2} = \lambda^* \left( F_{a:eq_2}(m^o) - \frac{3}{8} \right) = -\left( V_{4:a:eq_4} + V_{4:a:eq_3} \right)
\]

where

\[
\lambda^* = \frac{\sum_{a=1}^{A} \left( \left( F_{a:eq_4}(m^o) - \frac{1}{8} \right)^2 + \left( F_{a:eq_3}(m^o) - \frac{1}{2} \right)^2 + \left( F_{a:eq_2}(m^o) - \frac{3}{8} \right)^2 \right)}{\sum_{a=1}^{A} \left( \frac{7}{64} \left( F_{a:eq_4}(m^o) - \frac{1}{8} \right)^2 + \frac{1}{4} \left( F_{a:eq_3}(m^o) - \frac{1}{2} \right)^2 + \frac{15}{64} \left( F_{a:eq_2}(m^o) - \frac{3}{8} \right)^2 \right)}
\]
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