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ABSTRACT

NOVEL ANALYTICAL TOOLS FOR STUDIES IN MOLECULAR ASSEMBLIES:

I) ELECTRO-ACTIVE SINGLE-MODE INTEGRATED OPTICAL WAVEGUIDES;

II) COUPLED PLASMON WAVEGUIDE RESONANCES

Xue Han

November 20, 2014

Two optical analytical tools were developed for studying molecular assemblies at solid/liquid interfaces. Electro-active single-mode integrated optical waveguide (EA-SM-IOW) technology was developed as a platform for spectroelectrochemical investigations on redox adsorbates at the sub-monolayer level. With an optimized ultra-thin indium tin oxide film combined with a single-mode integrated optical waveguide, for the first time, a more than 14,000 times higher sensitivity (compared to conventional potential-modulated transmittance) was achieved. From optical signals, this technique was able to reconstruct electrochemical information of redox adsorbates, including the formal potential and the electron transfer rate. A few major advantages were achieved with the developed EA-SM-IOW technology. I) As low as $10^{-15}$ mol/cm$^2$ electrochemically active surface coverage of redox species could be detected; II) A new analytical methodology was developed to combine optical impedance spectroscopy (OIS) with
electrochemical impedance measurements to retrieve the electron transfer rate of redox process. This approach bypasses specific knowledge of every electrical element in the electrochemical flow cell; and III) The novel technique of OIS based on EA-SM-IOW platform was applied to examine the electron transfer processes of cytochrome c proteins under different environments that the surface densities were well below the limits of detection in conventional techniques. For molecular assemblies without a convenient absorbance band, a complementary analytical tool, coupled plasmon waveguide resonance (CPWR), was developed to detect surface binding events through changes in the real part of the refractive index and shown to be superior to the surface plasmon resonance (SPR), which has been considered as a gold standard technique. The advantages of CPWR included. I) When compared to SPR theoretically, the designed CPWR sensor was featured more than 30 times better resolution for the bulk solution changes and approximately 2 times superior for probing molecular surface adsorption; II) The smaller (and better) resolution of CPWR was demonstrated experimentally for the first time; and III) The CPWR was applied in an angle-multiplexed configuration to measure the fluorescence decay of a Ru-complex molecular assembly in the nano-second time scale. These two outstanding optical analytical tools provide unprecedented information and reach new detection limits that are expected to enable novel fundamental investigations and technological applications in molecular assemblies.
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CHAPTER 1

INTRODUCTION

Challenges in Molecular Assembly Studies

For biological processes at the molecular level, the lipid membrane layer/cell fluids interface can be modeled by a solid/liquid interface. The targeted molecules are immobilized on the surface of an analytical tool, and their behaviors can be studied with or without stimulations for fundamental research and technological applications. Based on this model, the structural modification of a protein during folding and unfolding processes, the electron transfer rates and pathways for redox proteins, and the electrical potential difference between the membrane layers for ions transportation can be studied [1-7].

For molecular assembly studies, the weak signal is a major challenge. The concentration of molecules of interest can be extremely low in bio-systems, and many only have a subtle structural change during the biological processes. In diagnosing the early stage of diseases invariably the concentrations of the targeted molecules are extremely low, and these features are critical. Recognition elements, such as antibodies, can be used to increase the selectivity and affinity to surface binding events. Even with these elements, enough sensitivity for detection of bio-
recognition events is still a challenge in bio-analytical chemistry [8]. For biomolecular structural-function studies, surface enhanced techniques have been applied to increase the sensitivity [9-14]. Surface enhanced infrared absorbance spectroscopy (SEIRAS) has the ability to detect approximately $10^{-12}$ M concentration of targeted molecules [1]. Commercial tools, based on surface plasmon resonance (SPR) (e.g. BIAcore 4000) and a diffraction grating (SRU biosystems, BIND), have the sensitivity at 0.01 ng/mm$^2$[15, 16]. For a typical protein, this sensitivity is equivalent to approximately $10^{-13}$ mol/cm$^2$. For molecular assemblies at sub-monolayer concentrations, analytical tools with higher sensitivity are needed to differentiate the minute signal over the background noise.

To overcome this challenge, a single-mode optical waveguide is a suitable base for the architecture of optical analytical tools. A single-mode optical waveguide has a tight confinement of the guided wave. Due to the long path length of the interaction between the evanescent field and the surface adsorbed species, a very high sensitivity can be achieved. Here, two optical analytical tools featured with single-mode optical waveguide architecture are developed. Their capability in detecting and characterizing molecular assemblies at sub-monolayer concentration levels are demonstrated.

**Electro-Active, Single-Mode, Integrated Optical Waveguide Platform**

Electrochemical studies of electron transfer processes for redox proteins in bio-systems are crucial to understand their biological roles [17-27]. For example,
cytochrome c protein transfers electrons between the cytochrome c reductase and oxidase complexes in the respiratory system.

For the surface immobilized redox species, when a potential modulation is applied to an electrode, an electrically driven chemical reaction (faradaic process) can occur with electrons exchanges between the electrode and the adsorbed molecules. This electron transfer process generates a specific electrical current, referred to as the faradaic current. The traditional electrochemical techniques (amperometric, voltammetric, and impedimetric) directly analyze the electrical current signal, and spectroelectrochemical techniques analyze the transduced optical signal.

Traditional electrochemical techniques

In traditional electrochemistry, the detection sensitivity is usually limited by a strong background current signal from the flow of electrolyte ions under potential modulations. For a sub-monolayer of redox proteins, the faradaic current signal is too small and is buried in the background, as the cyclic voltammetry (CV) cannot resolve the faradaic current peaks at such low concentrations for redox species undergoing electrochemical reactions.

Electrochemical impedance spectroscopy (EIS) is a widely used technique because of its sensitivity [28-32]. A series of alternating current (AC) potential modulations are used to drive the electrochemical flow cell, and only the current signal at the same frequency as the driving potential modulation is recorded. By this way, noise is substantially reduced and the detection sensitivity is improved. Other
modulation techniques such as the square wave voltammetry [33-35], single potential step [36] and multi-pulse voltammetry [37, 38] are also widely used to improve the sensitivity. Besides different potential modulation techniques, nano-sized electrodes have also been developed to improve the sensitivity [39-45].

Although various potential modulation schemes and engineered electrodes have been developed, the sensitivity of directly using the electrical current signal to monitor electrochemical reactions in a monolayer or a sub-monolayer of redox species is still problematic in many studies.

Spectroelectrochemistry

Optical probing techniques have been coordinated with electrochemistry to monitor electron transfer processes to increase the detection sensitivity. The rationale for spectroelectrochemistry is as follows. For a redox molecule with two different absorbance spectra for the reduced and oxidized states, the wavelength of the incident light can be tuned to probe the faradaic process. Since the ions of the electrolyte solution typically do not absorb the incident light, the optical signal is not influenced by this electrical background. By avoiding this strong background signal, the detection sensitivity has been increased enormously, and the electrochemical reaction of a single molecule is detectable [46, 47].

Besides a higher sensitivity, there are also other benefits provided by spectroelectrochemical techniques. 1) Spectroscopic measurements can be applied. A wavelength with a large difference in molar absorptivity between the two redox states can be selected to monitor the faradaic process. And simultaneously, the
isosbestic wavelength (the reduced and oxidized states of the molecule have the same molar absorptivity) can be selected to monitor the total surface coverage during electrochemical modulations. II) Different polarizations of the incident light can be used to investigate possible correlations of the molecular order (i.e. orientation) and the electron transfer behaviors. III) A superior selectivity can be achieved. For a mixture of molecules, besides the potential window that can be selected to trigger one species to have redox reaction, the probing wavelength can be tuned to detect one type of species. Spectroelectrochemical techniques also have a huge potential to study multiple electron transfer mechanisms. The conventional electrochemistry is limited to the overall electrical process and is not capable of discerning details of the different electron transfer channels.

The potential-modulated transmittance and electro-reflectance methods are straightforward to be implemented [48-54]. However, because these analytical techniques involve only one time interaction (single pass transmission or single bounce reflection) between the probing light beam and the redox species, their sensitivity is insufficient for detection in most cases with a surface density at the monolayer or sub-monolayer level.

Potential-modulated attenuated total reflection (PM-ATR), which is considered as a multi-mode waveguide geometry, has approximately 100 times higher sensitivity [55-61] than potential-modulated transmittance measurements. In Figure 1-1, the PM-ATR is illustrated [60].

Other optical analytical techniques such as fluorescence [62] and Raman spectroscopy [41, 63-67] have been combined with electrochemical potential modulations. The limiting factor for the sensitivity is the interaction distance between the probing light beam and the redox species (usually the thickness of the molecular assembly).
Compared to the PM-ATR, a more sensitive optical analytical tool is desired for detection and characterization of redox reactions at sub-monolayer levels. An electro-active single-mode integrated optical waveguide (EA-SM-IOW), which has strong confinement of the guided wave and ten thousand times higher response compared to the potential-modulated transmittance, is a proper candidate.

**Coupled Plasmon Waveguide Resonance Sensors**

When a proper absorbance band is not applicable, SPR is a sensitive analytical technique to detect changes in real refractive index introduced by molecular assemblies processes. SPR sensors are applied widely in new medicine designs and catalysis process studies. It is also combined with other microscopic analytical techniques to enhance the detection signal [68].

**Traditional surface plasmon resonance sensors**

Surface plasmon (SP) is a free electric charge oscillation that can propagate along the interface of a dielectric medium and a metallic medium with a negative dielectric constant (e.g., Au, Ag, Cu). This surface wave features an electromagnetic field profile that is highly confined to the dielectric/metal interface. SP wave can be excited, when the propagation constant (also known as the $k$ vector) of the incident light (with a transverse magnetic polarization) matches to the one of the SP wave. At this resonant condition, the power of the incident light is transferred to excite the SP wave, and the reflected light is at minimum. This condition (i.e. the propagation constant) is extremely sharp (in angular or wavelength scanning). For a small
detuning from the resonant condition, the reflectance rapidly increases from its minimum value. For this reason, a small change in the dielectric constant near the metal/dielectric interface will drastically shift the resonant condition. By measuring the optical parameters associated with the change in the resonant condition, SPR technique is used to detect molecular assemblies.

To measure the resonance condition shift, the angular interrogation is popular because of its simplicity. Optical properties of the dielectric and the metallic media for only one incident wavelength are needed. A monochromatic incident light from a laser is usually used to excite a SP wave and the intensity of the reflected light is measured against the incident angle. As mentioned above, the angle of the strongest coupling results in the minimum reflected intensity, since the energy at this coupling angle is transferred into SP wave [69-71]. The dip shifting represents a coupling condition change.

The wavelength [72-84], intensity [85] and phase interrogation methods [86, 87] can also be used for SPR sensors according to different circumstance of applications.

Even though the conventional SPR biosensors are more sensitive than most other label-free technologies (i.e. ellipsometry, quartz crystal microbalance, etc.), they are still unable to directly detect molecules with small molecular weight (few hundreds of Daltons) or at low surface concentration. Modifications have been made on the traditional SPR sensors to improve the sensitivity and versatility [88-90],
such as the long-range SPR (LRSPR) [91-94], coupled plasmon waveguide resonance (CPWR) [95-99], and nano-structure enhanced SPR [100-107].

Motivation of coupled plasmon waveguide resonance

An interesting alternative of the conventional SPR device is made by overlaying a transparent dielectric film atop of a noble (typically Au or Ag) metal layer. The approach is known in the literatures as the waveguide resonance, optical waveguide spectroscopy, plasmon-waveguide resonance, or coupled plasmon-waveguide resonance (CPWR). In terms of the operation, the CPWR device works similarly to the SPR sensor. For example, in the Kretschmann geometry, the incident light from a prism is coupled to the waveguide mode at the specific angle of resonance. Although the majority of the electromagnetic field of the guided wave is inside the transparent dielectric material, a small fraction still penetrates inside the metal film. The absorption of the metal film creates a dip in the reflectance profile with a much narrower angular width (compared to SPR) due to a longer propagation length. Besides a stronger factor of the quality for the reflectance resonance and a higher sensitivity, other features of this configuration can be beneficial. I) While the SPR only can be excited by a transverse magnetic polarized light, both transverse electric and magnetic modes can be supported by a CPWR device. Such dual-polarization capability offers possibilities of birefringence studies [108, 109]. II) The choice of the waveguide material is not restricted, as long as the optical characteristics are favorable. The waveguide layer can be a configuration of a few different layers to optimize different applications. III) The waveguide layer also
can serve as a protection for the metallic thin film against mechanical or chemical damages.

Although several important applications have been reported in the literatures [69, 83, 90, 110-112], the experimental demonstration of the ideal CPWR performance has been hampered [76, 96, 97]. The major difficulty is to create a high quality optical waveguide (i.e., a dielectric film has extremely high transparency and a very smooth surface) of precise thickness over a soft noble metal film. In this work, the atomic layer deposition (ALD) technique is used to coat a high quality optical waveguide on top of a thin metal layer for a novel CPWR device.

Outline of the Dissertation

In Chapter 2, the design, fabrication and optimization of the EA-SM-IOW are described. For the transparent conductive layer, an optimized ultra-thin indium tin oxide (ITO) film is coated on a single-mode integrated optical waveguide. An extremely low extinction coefficient (to minimize propagation loss) and a low resistivity (to support potential modulations) of an EA-SM-IOW device are achieved. Both the theoretical simulation and experimental results show that the detection sensitivity is 14,000 times higher than the potential-modulated transmittance technique. In Chapter 3, the optical and electrical features of the ultra-thin ITO film under potential modulations are described. Various potential modulation techniques are applied, and the spectroscopic features are consistent. To study a redox reaction of one molecular assembly, these optical baselines (features) should be factored out. In Chapter 4, a sub-monolayer of cytochrome c proteins is examined.
by a CV potential scan based on the EA-SM-IOW platform. The superiority of the optical probing strategy over the conventional electrochemical CV technique is demonstrated. The total surface coverage and active surface coverage are calculated based on the spectroscopic measurement during the CV potential scan. In Chapter 5, to study the charge transfer kinetics of a surface immobilized redox assembly at sub-monolayer level, an optical impedance spectroscopy (OIS) is applied. A new analytical methodology is developed and demonstrated. The optical baseline is factored out, and as low as $10^{-15}$ mol/cm$^2$ of the active cytochrome c protein is detected. A strategy is developed to calculate the electron transfer rate in a simple and accurate manner. In Chapter 6, the EA-SM-IOW platform combined with the new OIS methodology is applied to study the redox reaction kinetics of cytochrome c proteins at sub-monolayer level under various environments. In Chapter 7, the design, fabrication, and characterization of the device CPWR are demonstrated. Theoretical comparisons are carried out between the conventional SPR sensor and the CPWR device. Changes in the bulk refractive index and the adsorption of a molecular film are considered, and the CPWR sensor shows smaller (and better) resolutions in both cases. In Chapter 8, a set-up of an angle-multiplexed measurement is introduced to combine with the CPWR sensor to detect the fluorescence decay in real-time (nano-second time scale). In chapter 9, concluding considerations are presented and an outlook is offered for possible applications of these novel optical tools.
CHAPTER 2

DESIGN, FABRICATION, AND OPTIMIZATION OF AN ELECTRO-ACTIVE, SINGLE-MODE, INTEGRATED OPTICAL WAVEGUIDE

An electro-active single-mode integrated optical waveguide (EA-SM-IOW) can provide a strong light confinement and a long interaction distance (approximately cm) between the guided light and the molecular film. In this chapter, the design, fabrication and optimization of an EA-SM-IOW device are described. Both the theoretical simulation and experimental results demonstrate that this optical tool has a higher sensitivity (14000 times) when compared to the conventional potential-modulated transmittance technique.

Device Design

Multi-layer design for the single-mode optical waveguide

To allow proper operation of electrochemical potential modulations and optical measurements, a single-mode optical waveguide coated with a transparent conductive electrode needs to meet three major requirements. 1) The attenuation of the guided light from the optical waveguide layer should be minimized to provide a strong probing signal. For this purpose, an atomic layer deposition (ALD) technique
was used to coat an aluminum oxide layer that provided an extremely low optical loss for the guided light propagation [113]. II) To provide a high response for absorbance measurements of the surface-adsorbed redox species under potential modulations, the guided light should have a sufficiently large electric field at the probing surface. By adjusting the thickness of the single-mode waveguide (mainly the alumina layer), a tradeoff between the optical loss (attenuation) from the transparent conductive indium tin oxide (ITO) layer and the electric field at the electrode surface was adjusted. The multi-layer structure of the EA-SM-IOW is shown in Figure 2-1. The silicon dioxide layer was designed to protect the aluminum oxide layer. Possible ion migration could be generated by the ITO deposition and annealing processes. A Mathematica program based on a transfer-matrix technique was used to calculate TE mode electrical field profile for this multi-layer structure (Appendix 1) in the visible spectral region. Different thicknesses of the waveguide layer were tested. To adjust the tradeoff discussed above, a layer of 400 nm alumina was selected for the final design. III) The transparent conductive layer should be transparent enough to minimize the optical attenuation of the guided light, and sufficiently conductive to minimize the potential drop for the electrochemical applications [114]. Obtaining a good optical transparency and electrical conductivity simultaneously for the ITO film was the crucial challenge for the successful implementation of this optical analytical tool. The optimization for the ITO layer is described in Section 2.4.
Diffraction grating, the light coupler

Two surface relief gratings were designed as the light couplers. The distance between them was chosen to be 2.54 cm (or 3.4 cm for certain devices) to provide a long light/material interaction distance to assure a high sensitivity. Each probing wavelength requires a specific incident angle to be coupled into the IOW by a diffraction grating. This angle (known as the coupling angle) can be calculated for each wavelength with Equation 2-1, where $N_{eff}$ is the effective refractive index of the multi-layer structure, $n_{in}$ is the refractive index of the incident medium, $\theta_{couple}$ is the coupling angle, $\lambda$ is the wavelength of the incident light, $m$ is the order of the diffraction from the grating, and $\Lambda$ is the pitch size of the grating. For the EA-SM-IOW, the gratings were designed and fabricated at 323 nm. The fabrication of the surface relief grating is described in Appendix 2.

$$N_{eff} = n_{in} sin \theta_{couple} + m \frac{\lambda}{\Lambda} \quad (2-1)$$

At 550 nm incident light, $N_{eff}$ is 1.59702 (Appendix 1) with the calculation parameters for the incident medium ($n_{in,air} = 1$ and $t_{in,air} = \infty$), the aluminum oxide layer ($n_{Al_2O_3} = 1.64$ and $t_{Al_2O_3} = 400$ nm) [113], the silicon dioxide layer ($n_{SiO_2} = 1.51$ and $t_{SiO_2} = 16$ nm), the ITO layer ($n_{ITO} = 1.9$ and $t_{ITO} = 13$ nm), and the cladding medium ($n_{c,water} = 1.33$ and $t_{c} = \infty$). With Equation 2-1, the coupling angle for 550 nm is approximately -6 degree for the diffraction order of 1. In Figure 2-1, a broadband incident light with a range of incident angles, which is schematically represented by the yellow color, is coupled into the waveguide from
the grating coupler on the left side. Each wavelength is coupled at its own coupling angle with the best efficiency. After propagation along the device, the guided light is out-coupled from the grating coupler on the right side and a color separation is resulted.

![Diagram of electro-active single-mode integrated optical waveguide](image)

**Figure 2-1:** The architecture of an electro-active single-mode integrated optical waveguide (not in scale). Two surface relief gratings with 323 nm pitch size are used as the light couplers. The structure of the single-mode multi-layer waveguide is formed by a 400 nm aluminum oxide, a 16 nm silicon dioxide, and a 13 nm transparent conductive indium tin oxide. Different probing wavelengths can be coupled into the system at its own coupling angle. With 2.54 cm probing length, the guided light is coupled out at the right side grating. A real out-coupled spectrum is shown in the inset.
Deposition of Aluminum Oxide and Silicon Dioxide Layers

A substrate with a pair of surface relief gratings was placed in the ALD coating chamber for a sufficiently long time (10 minutes) to reach the deposition temperature (250°C) and high vacuum (7.5 mbar). The precursors for the aluminum oxide deposition were Trimethylaluminum (TMA, Al₂(CH₃)₆) and H₂O. The pulse time was 150 ms for both of the precursors and the purging time was 1 s between the pulses. With the calibrated deposition rate, 3756 cycles were used for a 400 nm thickness of aluminum oxide. After the aluminum oxide layer deposition, enough purging time (approximately 10 minutes) was used to clean the delivery tubes and the deposition chamber. Then a silicon dioxide layer was deposited without breaking the vacuum. The pulse time of the two precursors was 50 ms for BisdiethylaminoSilane (BDMS, heated 30°C) and 1.5 s for O₂. For the purging time, 1 s was used between the two precursors. A total of 2000 cycles were used for the deposition of 16 nm of silicon dioxide layer.

The thickness of each layer was determined by matching the simulated transmittance spectrum to the one measured by a spectrophotometer (CARY 300). A Mathematica program using the transfer-matrix method to calculate the transmittance profile for a multi-layer structure (Appendix 3) was used. In Figure 2-2, a match is observed between the simulation result and the measured transmittance. The fitting parameters for the alumina film were \( n_{Al₂O₃} = 1.65 \) and \( t_{Al₂O₃} = 409 \) nm, and for silicon dioxide were \( n_{SiO₂} = 1.51 \) and \( t_{SiO₂} = 16 \) nm.
Figure 2-2: Match of the experimental and the simulated transmittance curves to determine the thickness of the aluminum oxide and the silicon dioxide layers. The fitting parameters for the alumina film are $n_{Al_2O_3} = 1.65$ and $t_{Al_2O_3} = 409$ nm, and for silicon dioxide were $n_{SiO_2} = 1.51$ and $t_{SiO_2} = 16$ nm.

Indium Tin Oxide Deposition and Properties Characterization

ITO is the most commonly used material for transparent conductive electrodes because of its low resistivity ($10^{-3} - 10^{-4}$ Ωcm) and high transparency. Various methods can be used for ITO film deposition, such as chemical solution deposition [115], ALD [116], radio frequency sputtering [117-119] and DC magnetron sputtering [120]. Because of the superior controllability, the pulsed DC sputtering technique was selected [121]. By changing the deposition and annealing
parameters, such as sputtering temperature, voltage [122], Ar/O₂ ratio [123-125], annealing atmosphere (in air or N₂) [126], and annealing temperature [127], the optical and electrical properties of the ITO film can be adjusted to specific requirements. A SM-IOW requires several centimeters of beam propagation inside the guided structure to increase the detection sensitivity, and an extremely low extinction coefficient of the ITO film is required, while the resistivity of the ITO film should be as low as possible to support electrochemical potential modulations. For the characterization process, varied O₂ flow rate during the sputtering was tested, while the other fabrication parameters were kept constant. The same inert annealing in the N₂ atmosphere was applied. We worked with relatively thick ITO films (approximately 400 nm) to obtain the optical properties. The most suitable O₂ flow rate was selected to coat an ultra-thin layer (approximately 13 nm) of ITO for an EA-SM-IOW device.

Pulsed DC sputtering

Pulsed DC sputtering technique was used to coat an ITO film on cleaned glass slides at room temperature. The ITO target was 3 inch, 99.99 % purity with (In₂O₃) 90% (SnO) 10 % by weight. The sputtering power was 200 Watt at 20 KHz with 1 μs pulse. The flow rate of Ar was fixed at 12 sccm. The rotation of the substrate holder was 20 rpm. Sputtering time was 30 minutes for each sample to form an ITO film with a thickness of approximately 400 nm. Various O₂ flow rates from 0.4 sccm to 0.8 sccm were tested.
Transmittance spectra of these thick ITO samples as sputtered were measured by a spectrophotometer, as shown in Figure 2-3. As expected, for a higher O₂ flow rate, the film had a higher transmittance. At 0.7 sccm and 0.8 sccm O₂ flow rate, the transparency of the ITO films reached saturation.

![Transmittance curves for ITO films as deposited under various O₂ flow rate. The higher the O₂ flow rate, the higher the transmittance is. At 0.7 sccm and 0.8 sccm, the transmittance reaches saturation.](image)

Inert N₂ annealing

To achieve lower resistivity and better transparency in the visible spectral range for the ITO film, an inert annealing in N₂ atmosphere at 250 °C for 10 minutes
(1 hour for temperature ramping up and 1 hour for temperature ramping down) was used [124]. An inert annealing can activate tin element, create more O vacancies, reduce grain boundaries, and change the ITO film from amorphous to a polycrystalline structure. These effects contribute to the conductivity by increasing the mobility and reducing the scattering. Figure 2-4 shows the transmittance curves of ITO films as sputtered with 0.6 sccm O₂ flow rate and after the inert annealing. The ITO film is clearly more transparent in the visible range after the inert annealing.

![Transmittance curves](image)

**Figure 2-4:** Transmittance curves for ITO films as deposited with 0.6 sccm O₂ flow rate and after the inert annealing process. After the annealing process, the film is more transparent in the visible range.
By using the information (wavelength and intensity) from the interference peaks and dips of the transmittance curves, the thickness, the real part of the refractive index, and the extinction coefficient (the imaginary part of the refractive index, $k_{ITO}$) could be calculated for the ITO samples [128]. The extinction coefficient around 550 nm is plotted against O$_2$ flow rate in Figure 2-5. Before the inert annealing, a higher O$_2$ flow rate resulted in a lower extinction coefficient. As the O$_2$ flow rate kept increasing, the extinction coefficient reached minimum value. After the inert annealing, the transparency was substantially improved, especially for the samples with low O$_2$ flow rate. For the films sputtered at high O$_2$ flow rate, the inert annealing did not provide any significant improvement in the film transparency. The film with 0.6 sccm O$_2$ flow rate had the lowest extinction coefficient, $1.7 \times 10^{-4}$, after the inert annealing.
Figure 2-5: Extinction coefficient of the ITO films as sputtered and after the inert annealing process at various O\textsubscript{2} flow rate during sputtering deposition. At 0.6 sccm, the lowest extinction coefficient is observed for the ITO film after the inert annealing process.

The sheet resistance and the thickness of the film were used to calculate the resistivity with Equation 2-2. The resistivity of the films before and after the inert annealing is shown in Figure 2-6.

$$\rho = R \cdot t$$ (2-2)

Before the inert annealing, the resistivity had a minimum value between 0.5 and 0.6 sccm O\textsubscript{2} flow rates. When the O\textsubscript{2} flow rate was low, the Sn element could not be activated at the room temperature and resulted in samples with high resistivity. When the O\textsubscript{2} flow rate was high, the stoichiometry of the film was close to a fully oxide and also showed high resistivity. After the inert annealing, the Sn element was activated and a lower resistivity was achieved for all tested O\textsubscript{2} flow rates.

At 0.6 sccm O\textsubscript{2} flow rate, the lowest optical extinction coefficient and an acceptable electrical resistivity were achieved. This particular condition (0.6 sccm O\textsubscript{2} flow rate) was chosen to coat an ultra-thin ITO film on waveguide samples for the spectroelectrochemistry applications.
Figure 2-6: Resistivity of the ITO films as sputtered and after the inert annealing process with various O\textsubscript{2} flow rate during sputtering deposition. A lower O\textsubscript{2} flow rate during the sputtering resulted in a lower resistivity after the inert annealing process.

For ITO films sputtered with 0.6 sccm O\textsubscript{2} flow rate, the real refractive indices before and after the inert annealing were plotted against the wavelength, as shown in Figure 2-7. After the inert annealing, the real refractive index of the ITO sample was lower, and they were used in the effective refractive index calculation in section 2.2.1.
Figure 2-7: Real refractive index of thick ITO films before and after the inert annealing with 0.6 sccm O₂ flow rate during the sputtering. Lower real refractive index after the inert annealing was observed.

Optimization of the ultra-thin ITO film

At 0.6 sccm O₂ flow rate, ultra-thin ITO films (approximately 8 nm, 13 nm or 18 nm) were sputtered on top of SM-IOW slides. The sputtering time was determined by the calibrated sputtering rate. As it has been reported, the physical properties of ITO thin-films are also dependent on the thickness [129-131]. After the same inert annealing, the resistivity of an ultra-thin ITO film dropped dramatically, but the extinction coefficient did not decline as observed with the
thicker ITO samples. Propagation loss measurement, displayed in Figure 2-8, was used to examine the intensity of the out-coupled light. A 543 nm laser beam was used. The coupling angle was selected to achieve the best coupling condition. The incident, transmitted, reflected and out-coupled beams from the front and back sides of the EA-SM-IOW were measured by a power meter.

![Figure 2-8: Demonstration of the propagation loss and the coupling efficiency measurement set-up.](image)

The propagation loss and the coupling efficiency (C.E.) can be calculated with Equation 2-3 and Equation 2-4, where $I_{in}$ is the incident beam intensity, $I_R$ is the reflected beam intensity, $I_T$ is the transmitted beam intensity, $I_{out1}$ and $I_{out2}$ are the two out-coupled light beams intensities. Without any further optimization, the sensor with a 13 nm thick ITO film had a 12 dB/cm propagation loss with approximately 35% coupling efficiency.
\[ C.E. = \frac{I_{in}^{-I_R-I_T}}{I_{in}} \times 100 \% \quad (2-3) \]

\[ Loss = -10 \log_{10} \frac{I_{out1}+I_{out2}}{I_{in}^{-I_R-I_T}} \quad (2-4) \]

An active annealing process in room atmosphere, containing O\textsubscript{2}, was used to increase the transparency of an ultra-thin ITO layer in the visible range. O\textsubscript{2} diffused into the ultra-thin ITO layer to reduce O vacancies. The fewer defects in the film, the lower residual absorption and the lower propagation loss were achieved. This active annealing process always started at 150 °C (lower than N\textsubscript{2} annealing) to avoid a fast reaction rate. Temperature was raised up with 50 °C increments to achieve a medium reaction speed if it was too slow at 150°C. The sample was heated until an acceptable low propagation loss was achieved, approximately 6 dB/cm.

The resistivity of the ultra-thin ITO film after the active annealing was also examined to make sure a sufficient conductivity could be applied for the potential modulation experiments. The sheet resistance of the final device was approximately 2 KΩ. The resulted resistivity, 2.6 × 10\textsuperscript{-3} Ωcm, was only slightly higher than the characterized result, 2.3 × 10\textsuperscript{-3} Ωcm from section 2.4.2 after the inert annealing for thicker ITO samples.

The same Mathematica program was used to simulate the transmittance profiles of the multilayer structure with an optimized ultra-thin ITO layer. The refractive index and the thickness for the aluminum oxide and the silicon dioxide films were kept the same for the simulation. Matches between the measurement and
the simulation are shown in Figure 2-9. The fitting parameters for the ITO film were  

\[ n_{ITO} = 1.88 \text{ and } t_{ITO} = 18 \text{ nm}. \]

Figure 2-9: Simulations of transmittance profile to determine the thickness of the ultra-thin ITO film. The fitting parameters for the alumina film are  

\[ n_{Al_2O_3} = 1.65 \text{ and } t_{Al_2O_3} = 409 \text{ nm}, \]

for silicon dioxide were  

\[ n_{SiO_2} = 1.51 \text{ and } t_{SiO_2} = 16 \text{ nm}, \]

and for the ITO film were  

\[ n_{ITO} = 1.88 \text{ and } t_{ITO} = 18 \text{ nm}. \]

Matches were observed between the simulation and the experimental results.

According to the experimental observations, the optical and electrical properties of an ultra-thin ITO film can be tuned by the inert and active annealing
processes. Active annealing increases the optical transparency and the inert annealing increases the electrical conductivity. Although these annealing processes can be used to improve the properties of the ultra-thin ITO film for spectroelectrochemical applications, the quality of the as sputtered ITO film determines how far these properties can be modified.

Device Performance Characterization

The performance of an optimized device was characterized. The following results are from an EA-SM-IOW device with an approximately 13 nm ultra-thin ITO layer.

Broadband coupling

The strategy to couple a broadband incident light into the single-mode waveguide has been described in various literatures [132-134]. The schematic of the experimental set-up is shown in Figure 2-10. For the optical system, white light from a tungsten-halogen lamp was focused into a fiber (600 µm core diameter, multi-mode), and connected to a light coupling system. This system included a lens to collimate the light beam, a polarizer for polarization selection, and a pair of cylindrical lenses to focus the light into a line along the direction of the grating stripes at the edge of the grating coupler. The wavelengths, approximately from 500 nm to 600 nm, could be coupled into the waveguide based on this set-up. A similar arrangement of optical elements was used to collect the light out of the device and couple the signal into an optical fiber. This coupling set-up is referred to as the
stationary coupling set-up. For the detection, the optical signal was collected by a monochromator (Princeton, 2358) which was connected with an intensified CCD (ICCD, Princeton, PI-MAX 3) camera.

Figure 2-10: Schematic representation of the experimental set-up for broadband light coupling. Two identical sets of optical elements are used to couple light into and out of the EA-SM-IOW. For the signal detection, an ICCD connected with a monochromator is used.
The power supply for the tungsten-halogen lamp was set at 0.6 V. The exposure time for the ICCD camera was 1 s. A throughput signal in air was collected first (blue curve in Figure 2-11). This signal allowed an evaluation of the broadband spectrum coupling for the EA-SM-IOW. A strongly absorbing material (a black mark) was placed on the surface of the EA-SM-IOW between the two gratings to completely absorb the guided light. This signal is called the dark signal (red curve in Figure 2-11), including the stray light and the dark current signal from the camera. With this measurement, the throughput signal was assured truly from the guided light.

Figure 2-11: Broadband coupling for an EA-SM-IOW by using a tungsten-halogen lamp. A dark signal is plotted as the red curve.
Effective refractive index calculation

By using the film thickness and the real component of the refractive index of each layer in an EA-SM-IOW, the effective refractive index of a fabricated device in an aqueous environment was calculated (Appendix 1). In Figure 2-12, this parameter is plotted against wavelength for the TE polarized light.

Figure 2-12: Simulation results of the effective refractive index of the device in an aqueous environment.
Electric field distribution in the cross section of the EA-SM-IOW

A Mathematica program, using a transfer-matrix technique, was used to calculate the electric field distribution across the multi-layer structure of an EA-SM-IOW (Appendix 1) for an incident light at TE polarization, as shown in Figure 2-13 for wavelength 550 nm. The same parameters for the effective refractive index simulation were used. The interface of the aluminum oxide layer and the glass slide is located at \( z = 0 \). The red bar represents the layer of the ultra-thin ITO film (13 nm), and the electric field intensity of this layer can be treated as a constant.

![Figure 2-13: Simulation result of the field distribution of the device in the cross section. The interface of the alumina/glass slide locates at \( z = 0 \), and red bar represents the layer of the 13 nm ITO film.](image)
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Sensitivity calculation

Sensitivity, $S$, is an extremely important factor for the performance of the device and analysis of spectroelectrochemical experimental data. The definition of the sensitivity [135, 136] is given by Equation 2-5. For the same surface immobilized molecular thin film, the absorbance measured by an EA-SM-IOW probing structure is $Abs_{IOW,\text{film}}$, as in Figure 2-14 (a), and the absorbance measured by the transmission probing structure is $Abs_{T,\text{film}}$, as in Figure 2-14 (b).

$$S = \frac{Abs_{IOW,\text{film}}}{Abs_{T,\text{film}}}$$

(2-5)
Based on the strong confinement of the propagating light by the single-mode waveguide and a long probing distance (approximately cm), the interaction of the probing light and the molecular thin film is enhanced for the IOW structure. With the transmittance measurement, although the probing light has the whole profile of the field distribution, the interaction between the probing light and molecules is limited by the thickness of the molecular thin film (approximately nm). According to the definition, a Mathematica program was used (Appendix 1) to calculate the sensitivity factor. As shown in Figure 2-15 for a 2.54 cm propagation length, the sensitivity was more than 14,000 for the IOW structure.
Figure 2-15: Plot of Sensitivity against probing wavelength at TE polarization. For this simulation, the same parameters of the EA-SM-IOW used for the effective refractive index and electrical field distribution simulations were applied.

Experimental determination of the sensitivity factor

The sensitivity factor was experimentally measured with blue dextran. Because blue dextran molecules do not adsorb on the surface of the device, its surface concentration is the same as the bulk concentration. The structures of blue dye and dextran unit are shown in Figure 2-16 (a) and (b).
Figure 2-16: (a) Structure of the reactive blue dye; and (b) Structure of the dextran unit.
Blue dextran was purchased from Sigma Aldrich. Stock solution of the blue dextran was prepared with DI water. In Figure 2-17, the absorbance measurements for various bulk concentrations (0.1, 0.3 and 0.6 μM) were measured with a conventional spectrophotometer. The pure DI water solution was collected as the reference baseline. The same absorbance peak at 620 nm was observed. With the measured absorbance results, the molar absorptivity of blue dextran was calibrated ($\epsilon(560 \text{ nm}) = 1.2 \times 10^3 \text{ M}^{-1}\text{cm}^{-1}$ and $\epsilon(570 \text{ nm}) = 1.4 \times 10^3 \text{ M}^{-1}\text{cm}^{-1}$).

Figure 2-17: Absorbance curves of various bulk concentrations of blue dextran in DI water measured with the transmission probing structure.
The same bulk concentrations of blue dextran were tested with an EA-SM-IOW. The absorbance results are shown in Figure 2-18. For the case that no formation of a molecular thin film on the surface of the device, the absorbance is exclusively from dissolved species, and the sensitivity of an EA-SM-IOW device can be expressed in Equation 2-6 [137], where $\epsilon_{bulk}$ is the molar absorptivity of blue dextran and $c_{bulk}$ is the bulk concentration.

$$S = \frac{Abs_{IOW}}{\lambda} = \frac{Abs_{IOW}}{4\pi N_{eff}^2 (n_e^2 - n_i^2)^2} = \frac{\epsilon_{bulk} c_{bulk}}{4\pi N_{eff}^2 (n_e^2 - n_i^2)^2} \lambda$$

(2-6)

Figure 2-18: Absorbance curves for various bulk concentration of blue dextran in DI water measured with the EA-SM-IOW probing structure.
The absorbance measured by the device, $A_{b_{OW}}$ against $\epsilon_{bulk}$ is plotted in Figure 2-19 for wavelength 560 nm and 570 nm. A linear fit was used, and the fitted slope equaled to $\frac{S\epsilon_{bulk}\lambda}{4\pi(n_{eff}^2-n_c^2)T}$. Since the other parameters in Equation 2-6 were constants, the sensitivity factor was calculated.

![Absorbance plot against bulk concentration of blue dextran measured by EA-SM-IOW at 560 nm and 570 nm. Linear fitting is used. The slope of the fitted results is used to calculate the sensitivity factor.](image)

These measurements provide a sensitivity factor of 13029 at 560 nm and 17007 at 570 nm, respectively. These values agree well with the theoretical
calculation based on the optical constants and thickness of each layer, as discussed in section 2.5.4.

**Propagation loss**

The extinction coefficient measurements of the thick ITO film after the inert annealing from Section 2.4.2, can be used to calculate the propagation loss with Equation 2-7, where $t_{ITO} = 13$ nm for the ultra-thin ITO layer, $\lambda = 543$ nm (used for the loss measurement), $S = 14313$ calculated at 543 nm, and $\kappa_{ITO} = 1.7 \times 10^{-4}$. And the results from this calculation and the experimental measurement for the optimized EA-SM-IOW in Section 2.4.3 are compared.

$$Abs_{IOW,ITO} = S \frac{4\pi\kappa_{ITO}}{\lambda \ln(10)} = 0.32/\text{cm}$$

$$Loss(ITO) = 10 \ Abs_{IOW,ITO} = 3.2 \ dB/cm \quad (2-7)$$

Before the deposition of the ultra-thin ITO film, the propagation loss of a SM-IOW slide (aluminum oxide and the silicon dioxide layers) was approximately 2 dB/cm. Considering the loss from the SM-IOW slide, this calculated propagation loss matched reasonably well with the measured total loss of 6.0 dB/cm for the whole sack after the active annealing process used to optimize the ultra-thin ITO film.

**Conclusions**

The design, fabrication, and performance of the EA-SM-IOW were described. The high requirements for the transparent conductive layer were fulfilled. The EA-SM-IOW device was featured with an extremely low optical propagation loss and a
low resistivity for electrochemical potential modulations. The high sensitivity of the device was calculated theoretically by using the optical constants and thicknesses of each layer in the multi-layer waveguide structure. The sensitivity factor was also demonstrated experimentally with absorbance measurements. An agreement with the theoretical and experimental results was shown.
CHAPTER 3

SPECTROSCOPIC FEATURES OF ULTRA-THIN ITO FILM UNDER POTENTIAL MODULATION

Introduction

Transparent conductive electrodes (TCE) have been used in many technological and scientific application areas [138-145]. Various materials for TCEs, such as metal thin films, different formats of carbon, organic polymers, and semiconductors have been utilized. Metal oxides (ITO, ZnO [146, 147], WO₃, CdO, FTO, TiO₂ [148], SnO₂) are popular for TCEs because of their high transparency in the visible range and the low resistivity [149-152]. Among the metal oxide materials, n-type semiconductor ITO has shown superior qualities [153]. These films have been applied in switches for MEMS devices [154], sensors [155, 156], large area display panels [157], solar cells [158-160] and light emitting diodes [161-163]. The static electrical and optical properties of ITO films at varied thicknesses have been studied thoroughly with various deposition techniques and annealing conditions [164]. The films can have a wide band gap between 2.7 eV [165] to 4.6 eV [166]. The electrical properties of the thick ITO films (approximately μm) under potential modulations in acid, basic or high
ionic strength solutions have been studied [167-173]. Research has also been done on the surface characteristics (x-ray photoelectron spectroscopy) and the bulk features (UV photoelectron spectroscopy) of ITO films [174]. Very few studies have been carried out to understand the kinetics of the electrical and the optical properties of an ultra-thin ITO film (smaller than 50 nm) under potential modulations in a liquid phase. In this chapter, the spectroscopic features of ultra-thin ITO films under various potential modulation techniques are described and compared. For the applications of an EA-SM-IOW in spectroelectrochemistry, the importance of these measurements is discussed in later chapters.

Spectroelectrochemical Flow Cell

An electro-active single-mode integrated optical waveguide (EA-SM-IOW) with an optimized ultra-thin ITO layer was put in buffer solution (Na₂PO₄, 5 mM concentration and approximately pH 7) for at least 24 hours. After this stabilization process, the device was dried with N₂ gas. The surface of the device was examined and cleaned with acetone. A piece of carbon tape was used to fix a platinum wire on the ITO film to connect the EA-SM-IOW to the potentiostat (CHI 660D). A layer of silver paste was circled around the two gratings to provide a uniform electric potential for the whole ITO surface. The light path between the two gratings was not disturbed. After the silver paste was dry, an insulating layer of epoxy was coated on top of the silver paste to avoid any chemical contact between the silver paste and the buffer solution. For a proper electrical connection package, the resistance between the epoxy layer and the platinum wire should be enormous, and the
resistance between the Pt wire and ITO film should be close to the sheet resistance.

The architecture of the electrochemical flow cell is shown in Figure 3-1. A pseudo Ag/AgCl reference electrode and a Pt counter electrode were mounted on the cover of the flow cell. A rubber gasket was used to seal the flow cell and provide a uniform pressure to the device when the flow cell cover was screwed down. The volume of the flow cell was approximately 2 ml.

Cyclic voltammetry (CV) potential scans from + 0.8 V to -0.4 V with scan speeds of 0.02 V/s, 0.1 V/s and 0.2 V/s were used to stabilize the ITO film. More than 10 cycles of potential scans were applied until the measured electrical current signal was stabilized.
Figure 3-1: Cross section of the electrical contacts for an EA-SM-IOW in the spectroelectrochemical flow cell. Different materials used for the electrical connection package are demonstrated with different colors.

Ultra-thin ITO under Potential Modulations

Cyclic voltammetry

The same stationary optical coupling set-up, as shown in Figure 2-10, was used. A tungsten-halogen white light lamp was used as the light source. An ICCD camera connected by a monochromator was used to collect the out-coupled spectra. Figure 3-2 shows the experimental set-up. A CV potential scan with a speed of 0.02 V/s from +0.8 V to -0.4 V is plotted against the time in Figure 3-2 (top inset). A computer was connected to the potentiostat and the ICCD camera to control the potential modulation and the data collection, respectively. The setting of the ICCD camera was based on the potential scan speed. The internal trigger of was set at 2 Hz, and exposure time was set at 200 ms for each frame. The electrical current signal and the optical spectra were collected simultaneously.
Figure 3-2: Experimental set-up with the stationary coupling set-up for the CV potential scan. A CV potential modulation with 0.02 V/s scan speed is shown in the inset on top.

Since the potential scan had a slow speed, the optical spectra and the applied potential could be assigned point by point. The out-coupled spectra profiles at different potential points during the CV scan are shown in Figure 3-3. The differences between the profiles at selected potential points are clear. At 0.4 V, the spectrum has the broadest and highest profile. At -0.4 V, the spectrum has the narrowest and lowest profile.
Figure 3-3: Out-coupled spectra at different potential points during the CV scan.

In the measurements above, the coupling angle was fixed and a broadband spectrum was used. The same CV potential scan was tested repeatedly with several monochromatic laser beams, and the flow cell was mounted on a rotation stage to adjust the incident angle for each laser line for the highest coupling efficiency (coupling angle). The experimental setup is shown in Figure 3-4. A polarizer was used to select the TE polarized incident light. The out-coupled light was collected with a short focal length lens and coupled into a fiber which was connected to the monochromator and the ICCD camera. One trace of the out-coupled light intensity under the CV potential scan is illustrated in the inset of Figure 3-4.
Figure 3-4: Rotation coupling set-up for the cyclic voltammetry potential scan with a laser beam as the light source. The coupling angle for each laser beam is achieved by rotating the stage. One trace of the out-coupled intensity against time collected by the ICCD camera is shown in the top inset.

Normalized transmittances \( 0 < t_N < 1 \) were calculated with 3-1 to show the spectroscopic features of the ultra-thin ITO film under the CV scan.

\[
t_N(E, \lambda) = \frac{I_E - I_{\text{min}}}{I_{\text{max}} - I_{\text{min}}} \tag{3-1}
\]

For a specific wavelength \( \lambda \), \( I_E \) is the out-coupled intensity at potential \( E \). \( I_{\text{min}} \) and \( I_{\text{max}} \) are the minimum and maximum of out-coupled intensities inside the scanning region of \(+ 0.8 \text{ V}\) to \(- 0.4 \text{ V}\). The normalized transmittance curves \( t_N \) are plotted against time for a 5-cycle CV scan, as shown in Figure 3-5 (a) for different laser lines. The curves are shifted evenly by one unit for a better visualization. The
CV potential scan is also plotted against time as shown in the black trace. The repeatability of the optical response from each wavelength under a 5-cycle CV scan is clear. The folded 5-cycle of normalized transmittance against potential is shown in Figure 3-5 (b) for each laser beam. For wavelengths longer than 600 nm, the transmittance follows the potential scan, i.e. they increase and decrease together. At 502 nm, the transmittance and the potential scan change in opposite directions. The normalized transmittance curve at 543 nm shows both behaviors depending on the value of the potential.
Figure 3-5: (a) Normalized transmittance for different laser beams under the same CV potential scan. Potential modulation is plotted in the same graph against time as in black curve. Each curve is shifted by one unit. (b) Folded 5-cycles of normalized transmittance against the applied potential is plotted to show the high repeatability of the spectroscopic features.

The same CV potential scan was also used to examine the ultra-thin ITO films with different polarization for the incident light (TE and TM) and different thicknesses (8 nm and 13 nm) (Appendix 4). The normalized transmittance profiles are similar for these different conditions.
The electrical current response under the CV scan was collected from the experiments using individual laser lines, as shown in Figure 3-6. The electrical current curves show no obvious sign of current peaks associated with redox reactions. The previous results of out-coupled intensity with a wavelength-dependence under potential modulation suggest that those spectroscopic features are related to the ultra-thin ITO film.

![Figure 3-6](image.png)

Figure 3-6: Electrical current curves under the same the CV potential scan when various laser beams are used as probing light sources. For the same device, the same CV scan results similar current curve. Anodic current is set as the positive current.
Fixed potential steps

The potential modulation can modified the real and imaginary components of the refractive index of an ultra-thin ITO film. The phenomenon that the real part of the refractive index of an ITO film can be modified by applying a potential modulation has been studied in the context of biosensor applications [175, 176].

An experiment was designed to identify the dominant effect, a modification of the real or the imaginary component of the refractive index. A change in the real part of the refractive index of an ultra-thin ITO film would result in a change of the effective refractive index of the multi-layer structure, as described in section 2.1.2. A change in the effective refractive index would cause a shifted coupling angle. The coupling angle could result in the portion of the incident light coupled into the single-mode waveguide oscillating. A change in the imaginary of an ultra-thin ITO film could result in a modified attenuation. During the potential modulation, an oscillation of the attenuation of the ultra-thin ITO film could result in the optical loss and out-coupled intensity oscillating.

To investigate this phenomenon, the rotation coupling set-up with the rotation stage was used, the same as shown in Figure 3-4. If the change in the real part of the refractive index is the dominant factor, a strong difference in the coupling angle would be observed between different potential values. If the imaginary part of the refractive index is the dominant factor, the angle of the maximum coupling at each potential value would be similar, but the out-coupled light intensity would show a strong dependency on the applied potential.
The measurement was carried out first at the open circuit potential to select the best coupling point of the grating edge. Then the position of the flow cell on the rotation stage was fixed. By rotating the stage, the incident angle was scanned. The out-coupled light was collected by an achromatic lens and measured by a power meter. The constant potential step had 1000 s duration. The electrical current signal was monitored. Only when the current signal was stabilized, the out-coupled intensity was recorded for each incident angle.

Figure 3-7 shows the result of the out-coupled intensity profile for 514 nm (a) and 594 nm (b) laser beams. For both probing wavelengths, the coupling angles for different potential steps are not dramatically shifted from each other; however the light intensity (thus attenuation) changes dramatically.
Figure 3-7: Out-coupled intensity against incident angle profiles by using (a) 514 nm and (b) 594 nm laser beams as probing light sources at different constant potential steps.

For 514 nm, the lowest and highest profiles are at + 0.8 V and - 0.2 V potential steps respectively. The maximum intensity (0.43 μW) at + 0.8 V is approximately 5 times lower than the maximum at - 0.2 V (2.23 μW). For 594 nm, the lowest and highest intensity profiles are at - 0.4 V and + 0.8 V. The maximum (1.32 μW) at + 0.8 V is more than 5 times higher than that from - 0.4 V (0.24 μW). This is another demonstration of the spectroscopic features of the ultra-thin ITO film under an applied potential. Results from other laser beams are shown in Appendix 5.
The effective refractive indices were calculated from the measured incident angle with the highest out-coupled intensity for a particular applied potential with Equation 2.1. The results are summarized in Figure 3-8 for each laser line. The effective refractive index of the EA-SM-IOW stayed almost as constant, when different potential steps were applied. This result could be understood from theoretical considerations that the ITO layer was ultra-thin (approximately 13 nm) and therefore a change in the real part of the refractive index had little impact on the effective refractive index of the overall structure, as shown in section 2.5.3.

![Figure 3-8: Effective refractive index for an EA-SM-IOW electrode in neutral buffer solution at various constant potential steps.](image)

Normalized transmittance profiles were also calculated and compared to the data from the CV scan results, as shown in Figure 3-9 (a) for 514 nm and (b) for 594 nm respectively. The angle of the maximum coupling efficiency at the open circuit potential was chosen for constant potential step measurements to match the condition of the CV scan experiments. An agreement between the two types of measurements was observed.
Figure 3-9: Normalized transmittance comparison between the CV scan and the constant potential steps for (a) 514 nm and (b) 594 nm.

Impedance with AC potential modulation

Impedance measurements in the frequency domain with AC potential modulation were used to examine the ultra-thin ITO film fabricated in the EA-SM-IOW. The experiment set-up with the same stationary coupling system was used for these measurements, as shown in Figure 3-10. For the probing light source, a super continuum fiber laser source (Fianium, SC-400-4) was used. An acousto-optical filter was connected to the fiber laser source to select the desired wavelength. The out-coupled intensity was collected by a PMT (Hamamatsu R928) and amplified by a current preamplifier (Stanford Research Systems, SR 570). The AC modulated
potential signal and the optical out-coupled signal were then collected simultaneously by an oscilloscope (Agilent, DSO8104A Infinium). The electrical impedance results were recorded by the potentiostat. A set of AC impedance potential modulations was applied. Each modulation had a fixed DC bias potential (-0.2 V to 0.28 V), a constant AC amplitude (10 mV) and a sequence of oscillation frequencies (1 Hz to 20 Hz).

Figure 3-10: Experiment set-up for the AC potential modulation measurement. A super continuum fiber laser source is used as the light source and an acousto-optical filter is used to select probing wavelength. The out-coupled light intensity is collected by a PMT and amplified by a pre-current amplifier. The potential modulation signal and the optical response from the spectroelectrochemical flow cell are recorded simultaneously by an oscilloscope.
A trace of the AC potential modulation at a DC bias of -0.8 V and the corresponding optical signal at 550 nm are shown in Figure 3-11 (a) and (b), separately. As shown in Figure 3-11 (a), the DC bias and the AC amplitude are constants, while different oscillation frequencies are employed. The responding optical signal has a constant DC component, but its AC amplitude depends on the oscillation frequency. These results demonstrate that the optical response of the ultra-thin ITO film is also frequency dependent. And, these results must be considered for implementing an impedance technique in the EA-SM-IOW platform.
Figure 3-11: (a) AC potential modulation signal at - 0.8 V DC bias and (b) the optical out-coupled intensity signal with 550 nm probing wavelength.

The expression of the AC impedance potential modulation is shown in Equation 3-2 where $E_{dc}$ is the potential DC bias, $\Delta E_{ac}$ is the AC amplitude, and $\omega$ is the angular frequency of the potential oscillation. Under the condition that the AC amplitude is small enough, the optical response can be expressed with a linear approximation, as in Equation 3-3, where $I_{dc}$ is the DC component, $\Delta I_{ac}$ is the AC amplitude, and angle $\theta$ is the phase delay. A sinusoidal wave fitting process can be carried out to obtain the values of $I_{dc}$, $\Delta I_{ac}$ and $\theta$.

$$E(t) = E_{dc} + \Delta E_{ac} \sin(\omega t) \quad (3-2)$$

$$I(t, \lambda) = I_{dc}(E_{dc}, \lambda) + \Delta I_{ac}(\omega, E_{dc}, \lambda) \sin[\omega t + \theta(\omega, E_{dc}, \lambda)] \quad (3-3)$$
Average values of $I_{dc}(E_{dc})$ over the oscillation frequency are plotted against $E_{dc}$ for 550 nm and 580 nm in Figure 3-12. The standard deviation is set as an error bar for each DC bias potential.

![Graph showing PMT measured optical dc component against potential dc bias for 550 nm and 580 nm.](image)

Figure 3-12: Optical DC component intensity for 550 nm and 580 nm.

The potential DC bias can be interpreted as a constant potential step or the potential point at the slow CV scans. The DC components of the optical signals are compared to the optical response under CV potential scan. The normalized transmittance curves are shown in Figure 3-13 for (a) 550 nm and (b) 580 nm separately. For the CV scan, the normalized transmittance was calculated in the potential range from - 0.2 V to + 0.28 V. Matches are observed for both probing wavelengths.

61
Figure 3-13: The comparison of normalized transmittance between the optical DC components from the AC impedance potential modulation and the CV potential scan used a tungsten-halogen white light source. A match is observed for each probing wavelength (a) 550 nm and (b) 580 nm.

The optical AC amplitudes are plotted against oscillation frequencies for each potential DC bias, as shown in Figure 3-14. For the 550 nm light, at + 0.12 V DC bias, $\Delta I_{ac}$ has the lowest profile. For the 580 nm light, at + 0.28 V DC bias, $\Delta I_{ac}$ has the
lowest profile. At oscillation frequency of 5 Hz, $\Delta I_{ac}$ has the largest value for both 550 nm and 580 nm. The optical AC amplitude is also dependent on the oscillation frequency, and this dependency profile is not related to the wavelength or the potential DC bias.
Figure 3-14: The optical AC amplitude against the potential oscillation frequency for (a) 550 nm and (b) 580 nm at different potential DC biases.

The AC components of the optical response in the complex planes (the imaginary component plotted against the real component) are shown in Figure 3-15 for (a) 550 nm and (b) 580 nm. The potential oscillation frequency has a clockwise direction from 1Hz to 20 Hz, as indicated by the black arrows. For the case of 550 nm probing wavelength, the trace (which is mainly in fourth quadrant) shrinks (magnitude of $\Delta I_{ac}$ decreases) as the potential DC bias increases from −0.2 V to +0.1 V and then expands again (mainly in the second quadrant). This phenomenon
could not be observed for the complex plane for 580 nm. Both TE and TM polarized incident light were tested with the ultra-thin ITO films for the AC impedance potential modulations and no difference could be observed (Appendix 6).
Figure 3-15: Complex planes from different potential DC biases for (a) 550 nm and (b) 580 nm.

The electrochemical impedance measurement results measured by the potentiostat are shown in Figure 3-16 for (a) the total impedance amplitude and (b) the phase delay. No evident peaks are observed in the electrical impedance data.
Figure 3-16: Electrical impedance results of AC potential modulation measured by the potentiostat. (a) The total impedance amplitude and (b) the phase delay against the oscillation frequency.
Discussions

Unique spectroscopic features of the ultra-thin ITO film were described in this chapter. The optical properties of an ITO film are related to the energy band structures. They are determined by the ratios of each chemical element indium, tin and oxygen [153]. Due to the doping of the tin element and O vacancy, these structures are complicated, especially the band structure corresponding to the visible range.

As the characterization process for ITO films described in Section 2.3, the O$_2$ flow rate during the sputtering process is crucial to the extinction coefficient of the film. For an ultra-thin ITO film, because of its extremely low thickness, O$_2$ in room atmosphere could diffuse into the film to reduce O vacancy concentrations and the transparency could be increased.

As the results from Section 3.3.2, the oscillation of the extinction coefficient is the dominant cause of the spectroscopic features of an ultra-thin ITO film under potential modulations. This phenomenon could be attributed to the oscillation of the O element and O vacancy concentrations. The O vacancy could be changed by Sn element or H$^+$ ion diffusion into the film. The thicker ITO (approximately 400 nm) films were tested with acid solution under slow CV potential scans. With low pH value 4.5 solutions, the ITO samples with low O$_2$ flow rate (0.55 sccm and 0.6 sccm) were darkened in the area immersed in the solution, as shown in Figure 3-17. The sample with 0.7 sccm O$_2$ flow rate was not darkened. Research has been done to apply extremely high electrical field (approximately $10^6$ V/cm) on the thick ITO
films. With the negative potential, the film was darkened and with the positive potential, the film resulted higher O element concentration [177].

Figure 3-17: Picture of thicker ITO films under a CV potential modulation in 4.5 pH acid solution for sputtered sample with 0.55 sccm and 0.6 sccm.

Transparencies of thicker ITO films were tested under the same CV potential scans with a spectrophotometer. No significant change of transmitted intensity could be detected. The reason could be that transmittance measurement is not sensitive enough to show the change of extinction coefficient from the films. The optical probing length was only the thickness of the ITO films. Another reason could be that the potential modulation effects on these thick ITO films are not the same as the ultra-thin ITO films.
Conclusions

Spectroscopic features from an ultra-thin ITO film under potential modulations were studied by using the extremely sensitive SM-IOW platform. In the spectral region from 500 nm to 600 nm, CV potential scans, constant potential steps, and AC impedance potential modulations were performed. The optical responses of an ultra-thin ITO film from these three techniques have shown similar results. For the study in spectroelectrochemical behavior of surface-adsorbed redox species based on an EA-SM-IOW platform, these optical signals investigated here represent the baselines. Therefore these features in the optical reference signal under the potential modulation should be factored out to achieve accurate information in electron transfer processes of the redox molecules.
CHAPTER 4

APPLICATIONS OF THE ELECTRO-ACTIVE, SINGLE-MODE, INTEGRATED OPTICAL WAVEGUIDE FOR STUDYING REDOX REACTIONS UNDER CYCLIC VOLTAMMETRY

In this chapter, the application of the electro-active single-mode integrated optical waveguide (EA-SM-IOW) in studying adsorbates of redox species under the cyclic voltammetry (CV) are described. Comparing to the conventional electrochemical CV technique, its high detection sensitivity is demonstrated.

Cytochrome c Protein

The tested redox protein is cytochrome c, which is a globular protein with well characterized structural and spectroscopic properties in solution environments. The size of this protein is approximately $2.5 \text{ nm} \times 2.5 \text{ nm} \times 3.7 \text{ nm}$. It has multiple functions in different bio-systems, and one of them is to transfer electrons between cytochrome c oxidases [178-185] and reductase complexes in the respiratory system [186-192]. Oxidized cytochrome c is characterized by the iron atom at +3 state (ferric) inside the heme group, and reduced cytochrome c has iron atom at +2 state (ferrous). Cytochrome c has an isoelectric point at pH value from 10 to 10.5,
which makes it carry positive charges in near neutral pH solutions [193, 194]. They can be immobilized on negatively charged surfaces, such as phospholipid membranes, tin oxide [195], silicon dioxide, gold, and indium tin oxide by electrostatic forces [196]. Assuming that the protein molecules do not have any substantial conformational change during the adsorption process, the maximum surface packing density should be in the range from $17 \times 10^{-12}$ mol/cm$^2$ to $26 \times 10^{-12}$ mol/cm$^2$, depending on the orientation of the proteins.

Originally oxidized cytochrome c from the horse heart was purchased from Sigma Aldrich with 99.7% purity. The stock solution had 1 μM concentration of cytochrome c in the phosphate buffer solution (Na$_2$HPO$_4$, 5mM, pH=7).

Molar absorptivity of cytochrome c protein

A conventional spectrophotometer was used. Signal from the buffer solution was used as the reference. The absorbance of 0.33 μM originally oxidized cytochrome c was measured first. Then chemical reducing agent Na$_2$S$_2$O$_4$ was placed into the cuvette to reduce cytochrome c proteins. The absorbance of the reduced cytochrome c was measured. The Na$_2$S$_2$O$_4$ compound added no absorbance in the spectral range under consideration. The molar absorptivity for both redox states was calibrated, as shown in Figure 4-1. The characteristics absorbance peaks (409 nm and 528 nm) for the oxidized state, and (416 nm and 550 nm) the reduced state of cytochrome c proteins in a solution environment were observed [197]. Isosbestic wavelengths (reduced and oxidized states of cytochrome c protein have the same molar absorptivity) were also observed at 541 nm and 557 nm. In the solution
environment, 100 % of cytochrome c proteins were chemically reduced based on the absorbance results.

![Calibrated molar absorptivity for the oxidized and the reduced states of cytochrome c proteins in buffer solution.](image)

**Figure 4-1**: Calibrated molar absorptivity for the oxidized and the reduced states of cytochrome c proteins in buffer solution.

For the application of the EA-SM-IOW, the faradaic current of cytochrome c proteins can be reconstructed by using signal from 550 nm that shows a strong molar absorptivity difference. The total surface coverage of cytochrome c proteins
can be monitored during the adsorption processes and CV scans by using the signal from the isosbestic wavelength of 557 nm.

Experimental Processes and Results

Experimental procedures

The potential difference between the pseudo Ag/AgCl reference electrode and the standard Ag/AgCl reference electrode was calibrated (Appendix 7). The potential difference was -0.0852 V. The experimental results for the electrochemical reactions in this dissertation were all in the reference of the pseudo Ag/AgCl reference electrode. The same experiment set-up with the stationary coupling system as in Figure 3-2 was used. The CV potential scan was set from -0.4 V to +0.4 V at a speed of 0.02 V/s. A super-continuum fiber laser was used as a broadband light source. For the optical data collection, the ICCD camera connected by a monochromator was used. The internal trigger of the camera was 2 Hz, and exposure time for each frame was 200 ms.

The optical and electrical reference signals were collected first without the presence of cytochrome c proteins in the flow cell. Then the system was relaxed for about 30 minutes. After the relaxation, 2 ml of 100 nM cytochrome c solution was injected into the flow cell. Another 30 minutes was used to stabilize the adsorption process of cytochrome c proteins on top of the ITO surface. Then the flow cell was flushed with a buffer solution to eliminate unattached cytochrome c proteins. The same CV potential scan was applied to the flow cell with cytochrome c presence, and
optical signal was recorded. After all the redox reaction measurements, a black ink solution was injected into the flow cell and one frame of the dark background was measured under the same exposure time (200 ms).

Absorbance signal

The CV potential scan and the optical signals, at 550 nm for the reference and for the surface-adsorbed proteins are plotted against time, as shown in Figure 4-2 (a), (b), (c) separately. As previously discussed, the optical reference signal is dependent on the potential modulation, and those effects need to be factored out for the protein absorbance calculation.
Figure 4-2: (a) CV potential scan of 5 cycles between − 0.4 V and + 0.4 V with 0.02 V/s speed, (b) the optical reference signal, and (c) the optical signal from
cytochrome c proteins contained system under the same CV potential scan from 550 nm probing wavelength.

Experimental optical raw signals from the reference system and the cytochrome c contained system were used to generate the absorbance data by using the point by point method. The general expression of absorbance $Abs(E)$ can be written in Equation 4-1, where $E$ is the applied potential, $I(E)$ is the out-coupled optical intensity from the cytochrome c contained system, $I_0(E)$ is the reference optical signal, and $I_{dark}$ is the dark background intensity.

$$Abs(E) = -\log_{10}\left(\frac{I(E) - I_{dark}}{I_0(E) - I_{dark}}\right) \quad (4-1)$$

This absorbance result is directly related to the amount of surface adsorbed proteins and their redox states, as shown in Equation 4-2, where $\Gamma_{tot}$ is the total surface coverage, $\Gamma_{act}$ is the active surface coverage of cytochrome c proteins under the CV potential scan, $\Delta \varepsilon$ is the molar absorptivity difference between the reduced and the oxidized states, $\varepsilon_{ox}$ is the molar absorptivity of the proteins at the oxidized state, and $f(E)$ is the fraction of the active cytochrome c proteins that are at reduced state at applied potential, $E$. The fraction function $f(E)$ varies between 0 and 1 during the potential scan. If the total surface coverage of cytochrome c proteins immobilized on the surface are all active, $\Gamma_{act}$ equals to $\Gamma_{tot}$. The sensitivity factor, $S$, was determined theoretically in section 2.4.4 and experimentally in 2.4.5.

$$Abs(E) = S \Gamma_{act} \Delta \varepsilon f(E) + S \Gamma_{tot} \varepsilon_{ox} \quad (4-2)$$
The absorbance results for three wavelengths, 550 nm, 557 nm and 580 nm, are shown in Figure 4-3.

Figure 4-3: Absorbance curves from three wavelengths 550 nm, 557 nm and 580 nm for cytochrome c proteins under a CV potential scan.

By examining the absorbance curve from an isosbestic point 557 nm, it could be concluded that there was no adsorption nor desorption during the potential scanning process. Because of $\epsilon_{ox}(557 \text{ nm}) = \epsilon_{red}(557 \text{ nm}) = \epsilon$, Equation 4-2 can be modified for the total surface coverage calculation as Equation 4-3. It is also can be
calculated by using the absorbance data from 550 nm at the positive potential range before the redox reaction happening because that \( f(E) \) is 0 in this case.

\[
\overline{Abs(E)} = S \Gamma_{tot} \epsilon(557 \text{ nm})
\]

\[
\overline{Abs(E)} = S \Gamma_{tot} \epsilon_{ox}(550 \text{ nm})
\]

The calculated \( \Gamma_{tot} \) were \((3.6 \pm 0.1) \) picomoles/cm\(^2\) for 550 nm and \((4.0 \pm 0.2) \) picomoles/cm\(^2\) for 557 nm. Under the experimental conditions described above, \( \Gamma_{tot} \) was about 18 \% of a full monolayer.

At 550 nm, \( \Delta \epsilon(550 \text{ nm}) > 0 \), the reduced cytochrome c proteins absorb more light than the oxidized ones, and a higher absorbance is resulted at reducing potentials. As shown by the red curve in Figure 4-3, the absorbance from 550 nm increases when the potential scanned towards negative values and reaches a maximum when all active species are reduced. At 580 nm, \( \Delta \epsilon(580 \text{ nm}) < 0 \), the reduced cytochrome c proteins absorb less light. The opposite change of absorbance is observed.

Reconstruction of faradaic current density

The absorbance against potential curve from 550 nm was used to reconstruct the faradaic current density, \( i_F(E) \), with Equation 4-4, where \( n \) is the number of the electron transferred for one redox reaction (ideally equals to unit for the cytochrome c), \( F \) is the faraday constant, \( \nu \) is the CV potential scan speed. Figure 4-4 shows the reconstructed faradaic current density for a folded 5-cycles (10 segments) CV scan. Both positive and negative potential scan directions are used.
\[ i_F(E) = nF \frac{dI_{\text{red}}(E)}{dt} = -nF \frac{dI_{\text{ox}}(E)}{dt} = nF \frac{d\text{Abs}(E)}{S \Delta \text{ed}} = nF \frac{d\text{Abs}(E)}{S \Delta \text{ed} \nu} \] (4-4)

Figure 4-4: The 5-cycle of faradaic current density reconstructed by the optical absorbance signal from 550 nm. Both potential scan directions are included.

There is no separation of the anodic and cathodic faradaic current density peaks, and the peaks have a similar value. The electron transfer process between the working electrode (ITO layer) and cytochrome c proteins can be considered as a reversible process.

A Gaussian fit was used to examine the properties of faradaic current density profile. Each segment of the 5-cycle CV scans was fitted separately. The average of those fitting results for the formal potential is \( E_0 = (-0.131 \pm 0.003) \) V, the peak
current density is \( i_p = (2.2 \pm 0.3 \times 10^{-8}) \) \( A/cm^2 \), and the full width at half maximum (FWHM) is \( \Delta E_{1/2} = (-0.08 \pm 0.02) \) \( V \). In Figure 4-5, one segment of the faradaic current density profile is shown with its Gaussian fit.

Figure 4-5: Gaussian fitting for one segment of the reconstructed faradaic current density against the potential curve.

The apparent electron transfer number, \( n_a \), was then calculated with Equation 4-5. A value of \( n_a = 1.1 \), which was very close to the theoretical unit for the case when the intermolecular interaction was negligible and it was quite reasonable since the surface coverage was just a small fraction of a full monolayer.
\[ n_a = \frac{90.5 \text{ mV}}{\Delta E_{1/2}} \]  

(4-5)

The active surface coverage was also calculated based on the information of \( i_p \) with Equation 4-6, where \( R \) is the gas constant and \( T \) is the experimental temperature (room temperature).

\[ i_p = \frac{n^2F^2}{4RT} \nu' \sigma \]  

(4-6)

The active surface coverage was only \( 1.2 \times 10^{-12} \text{ mol/cm}^2 \), which was about 30 % of the total surface coverage of immobilized cytochrome c. The possible reasons for this phenomenon could be as follows. First, the ITO surface has inactive sites and electrons could not be transferred through those sites to cytochrome c proteins. The optical signal could still detect their presence at originally oxidized state as they are immobilized on the surface. Another possibility is that conformational changes in the cytochrome c molecules during adsorption process are so severe that the electron transfer path is damaged or completely blocked.

Electrical current data

Electrical current density signals were calculated by using the electrical current data measured by the potentiostat with an effective working electrode area (\( 4.1 \times 1.4 \text{ cm}^2 \)). As shown in Figure 4-6, no clear faradaic current density peaks could be identified for cytochrome c proteins contained signal. There was no significant difference between the reference and the cytochrome c protein signals.
Figure 4-6: Electrical current density calculated by using the potentiostat measured electrical current signal and an effective area of the EA-SM-IOW surface. No difference can be observed between the reference and the protein signals.

From optical signals, the reconstructed faradaic current density of redox species at sub-monolayer (Figure 4-4) is at the scale of $10^{-8}$ A/cm$^2$. The total electrical current density (Figure 4-6), mainly the charging current of the double layer capacitance, measured by the potentiostat is at the scale of $10^{-6}$ A/cm$^2$. This is a clear demonstration of the superior performance of the EA-SM-IOW to address molecular thin films involved electrochemical redox reactions by avoiding the strong background current signal.
Conclusions

Under linear CV potential scans, the redox reaction for a sub-monolayer cytochrome c protein was demonstrated by using an EA-SM-IOW as a working electrode with a wave-guided light for optical interrogation. The faradaic current density was reconstructed from the optical signal at 550 nm to characterize the formal potential, the potential-width of the electrochemical reaction, and active surface coverage. The total surface coverage was calculated by using an isosbestic wavelength 557 nm. For the cytochrome c proteins adsorbed to the ITO surface of the EA-SM-IOW, only a fraction of the total surface adsorbed species was electrically active under the CV scans. As expected, conventional electrochemical current measurements were unable to detect and quantify faradaic current events as the surface coverage was below its limit of detection.

To obtain kinetics information of the electron transfer processes, an AC potential modulation is needed. In Chapter 5, a new analysis strategy is developed for an optical impedance spectroscopy technique to study electron transfer rates for surface-adsorbates at sub-monolayer level in a simple and accurate manner.
CHAPTER 5

OPTICAL IMPEDANCE SPECTROSCOPY FOR KINETIC STUDIES OF

REDOX REACTIONS

Introduction

Alternating current (AC) potential modulation is the most used technique to obtain the electron transfer rate for surface immobilized redox species. Only the responding signals (electrical current or optical signal) with the same frequency as the driving potential can be recorded, and the noise level is reduced. Theories and analytical methods have been developed to improve electrochemical impedance spectroscopy (EIS) and optical impedance spectroscopy (OIS) measurements.

Theory for redox reactions of surface immobilized species

For the analysis of conventional electrochemical techniques, an equivalent electrical circuit is usually used. For the case of surface-adsorbates presence in the flow cell, one simple representation for the electrochemical is shown in Figure 5-1. The solution resistance is \( R_s \). The surface immobilized molecular layer is embedded inside of the double layer capacitance, \( C_d \). The equivalent electrical circuit for the redox reaction of the molecules is in parallel with \( C_d \). The total potential modulation,
$E$, is applied across the whole flow cell, while the potential modulation applied on the molecular thin film is $E^F$. Under the condition of no diffusion, the equivalent electrical elements for the molecular thin film under redox reaction can be represented by a charge transfer resistance, $R_{ct}$, and a pseudo capacitance, $C_a$, in series [198]. The deductions processes of $R_{ct}$ and $C_a$ are as follows.

Figure 5-1: An equivalent electrical circuit for an electrochemical flow cell with a molecular thin film immobilized on the working electrode surface. The electrolyte solution has a resistance, $R_s$. The equivalent electrical circuit for the redox reaction of the surface-adsorbates is represented by a charge transfer resistance, $R_{ct}$, in series with a pseudo capacitance, $C_a$. And this circuit is in parallel with the double layer capacitance, $C_d$. 
The applied total potential $E$ to the working electrode of an electrochemical cell determines the values of $I_F$ (the faradaic current), $\Gamma_{ox}$ (the surface density of species at oxidized state), and $\Gamma_{tot}$ (the total density of surface-adsorbed species). The relationship of these parameters can be mathematically described by Equation 5-1.

$$E = E(I_F, \Gamma_{ox}, \Gamma_{tot})$$ \hspace{1cm} (5-1)

The total surface coverage is simply the sum of the surface coverage of the reduced and oxidized species.

$$\Gamma_{tot} = \Gamma_{ox} + \Gamma_{red}$$

By taking the derivative of Equation 5-1 with respect to time $t$, we have:

$$\frac{dE}{dt} = \frac{dI_F}{dt} \frac{\partial E}{\partial I_F} \bigg|_{\Gamma_{ox}, \Gamma_{tot}} + \frac{d\Gamma_{ox}}{dt} \frac{\partial E}{\partial \Gamma_{ox}} \bigg|_{I_F, \Gamma_{tot}} + \frac{d\Gamma_{tot}}{dt} \frac{\partial E}{\partial \Gamma_{tot}} \bigg|_{I_F, \Gamma_{ox}}$$ \hspace{1cm} (5-2)

By considering that the redox species are immobilized on the electrode surface with no net desorption or adsorption, $\Gamma_{tot}$ is a time-constant, 

$$\frac{d\Gamma_{tot}}{dt} = 0 = \frac{d\Gamma_{red}}{dt} + \frac{d\Gamma_{ox}}{dt}$$

and Equation 5-2 can be modified to:

$$\frac{dE}{dt} = \frac{dI_F}{dt} \frac{\partial E}{\partial I_F} \bigg|_{\Gamma_{ox}} + \frac{d\Gamma_{ox}}{dt} \frac{\partial E}{\partial \Gamma_{ox}} \bigg|_{I_F}$$

The faradaic current, $I_F$, is directly related to the change of the surface coverage of adsorbed species at reduced(oxidized) state under the potential
modulation, as given by Equation 5-3, where \( A_{dev} \) is the area of the electrochemical active surface of the working electrode.

\[
I_F = -A_{dev} n F \frac{d\Gamma_{red}}{dt} = A_{dev} n F \frac{d\Gamma_{ox}}{dt} \tag{5-3}
\]

With the expression of the faradaic current in Equation 5-3, Equation 5-2 can be further simplified to:

\[
\frac{dE}{dt} = \frac{dI_F}{dt} \frac{\partial E}{\partial I_F} \bigg|_{\Gamma_{ox}} + \frac{I_F}{n F} \frac{\partial E}{\partial \Gamma_{ox}} \bigg|_{I_F}
\]

The right hand side of this equation above has two components. The first term can be considered as an equivalent resistance for the charge transfer process, \( R_{ct} \), and the second term as pseudo-capacitance, \( C_a \), associated with the same electrochemical process. Those relations are summarized Equation 5-4.

\[
R_{ct} \equiv \frac{1}{A_{dev} \frac{\partial E}{\partial I_F} \bigg|_{\Gamma_{ox}}}
\]

\[
C_a \equiv \frac{n F}{\frac{1}{A_{dev} \frac{\partial E}{\partial \Gamma_{ox}} \bigg|_{I_F}}}
\tag{5-4}
\]

The faradaic current can be expressed in the Butler-Volmer equation [199] as Equation 5-5, where \( k_0 \) is the electron transfer rate between the redox species and the working electrode, and \( \alpha \) is the electron transfer coefficient.

\[
I_F = n F k_0 \left[ -\Gamma_{ox} \exp \left\{ -\frac{\alpha n_a F (E - E_0)}{R T} \right\} + (\Gamma_{tot} - \Gamma_{ox}) \exp \left\{ \frac{(1-\alpha) n_a F (E - E_0)}{R T} \right\} \right]
\tag{5-5}
\]

The expression for \( R_{ct} \) can be derived by taking the derivative on both sides of Equation 5-5 with respect to \( I_F \):
When the magnitude of the over potential, $|E - E_0|$, is much smaller than $RT/n_a F$, a linear approximation can be used for the exponential functions in the previous equation. With this linear approximation, a simplified expression is achieved.

\[
1 \approx n F k_0 \left[ \Gamma_{ox} \frac{\alpha n_a F}{RT} \exp \left\{ - \frac{\alpha n_a F (E - E_0)}{RT} \right\} \frac{\partial E}{\partial I_F} + (\Gamma_{tot} - \Gamma_{ox}) \frac{(1 - \alpha) n_a F}{RT} \exp \left\{ \frac{(1 - \alpha) n_a F (E - E_0)}{RT} \right\} \frac{\partial E}{\partial I_F} \right]
\]

For $\alpha \approx 0.5$, we have: $\alpha \Gamma_{ox} + (1 - \alpha) (\Gamma_{tot} - \Gamma_{ox}) \approx \frac{\Gamma_{tot}}{2}$, which gives us the expression for $R_{ct}$ as shown in Equation 5-6.

\[
R_{ct} \equiv \frac{1}{A_{dev}} \frac{\partial E}{\partial I_F} \approx \frac{2 RT}{\Gamma_{tot} n_a F^2 k_0 A_{dev}} \]  

(5-6)

For the pseudo capacitance, the deduction process is as follows. By taking the derivative on both sides of Equation 5-5 with respect to $\Gamma_{ox}$ under the condition of constant $\Gamma_{tot}$ and $I_F$, we obtain:

\[
0 = - \exp \left\{ - \frac{\alpha n_a F (E - E_0)}{RT} \right\} + \Gamma_{ox} \left( \frac{\alpha n_a F}{RT} \right) \exp \left\{ - \frac{\alpha n_a F (E - E_0)}{RT} \right\} \frac{\partial E}{\partial \Gamma_{ox}} - \\
\exp \left\{ \frac{(1 - \alpha) n_a F (E - E_0)}{RT} \right\} \frac{\partial E}{\partial \Gamma_{ox}} - (\Gamma_{tot} - \Gamma_{ox}) \frac{(1 - \alpha) n_a F}{RT} \exp \left\{ \frac{(1 - \alpha) n_a F (E - E_0)}{RT} \right\} \frac{\partial E}{\partial \Gamma_{ox}}
\]

By using the linear approximation and $\alpha \approx 0.5$, we then obtain:

\[
\frac{\partial E}{\partial \Gamma_{ox}} \approx \frac{4 RT}{\Gamma_{tot} n_a F}
\]
The pseudo capacitance, associated with the electrochemical reaction, is then expressed as Equation 5-7.

\[
C_a = \frac{F n_a F^2 A_{dev}}{4 R T}
\]  

(5-7)

Based on the expressions of \(R_{ct}\) and \(C_a\), the electron transfer rate can be expressed as Equation 5-8 for surface immobilized redox species.

\[
k_0 = (2R_{ct}C_a)^{-1}
\]  

(5-8)

Conventional electrochemical impedance spectroscopy

In conventional EIS, the solution resistance \(R_s\) is obtained at a high modulation frequency (so that the double-layer capacitance contribution to impedance is negligible), and the double layer capacitance \(C_d\) is obtained at a low modulation frequency without redox species present in the flow cell. After AC impedance measurements for a surface-immobilized redox thin film, the values of \(R_{ct}\) and \(C_a\) are adjusted for impedance simulations to match the experimental results. This method is demonstrated in Figure 5-2 [49]. In A, the electrical current in phase and out of phase components at a modulation frequency of 21 Hz is used to determine the formal potential. In B, the in phase and out of phase components of the impedance at the formal potential + 0.013 V for the tested redox species are plotted against the modulation frequency. The equivalent electrical circuits for the flow cell with and without the thin layer of redox species presence are shown. With the best fitting between the experimental impedances and simulated impedances,
the values of $R_{ct}$ and $C_a$ are determined. And the electron transfer rate can be calculated with Equation 5-8.

Figure 5-2: Electrochemical impedance measurements and simulation results for flow cell with and without protein presence. In A, both the real and imaginary components of the current are plotted against potential. In B, experimental results
of the real and imaginary components of impedance spectroscopies for the electrochemical flow cell without and with redox species are plotted against modulation frequency. The simulation results by using the equivalent electrical circuits are plotted to match the experiment results. Resource “Electron Transfer between Surface-Confined Cytochrome c and an N acetylcysteine modified gold electrode. Langmuir, 1998.”

For the EIS measurements, the background current signal from the double layer capacitance is strong, and the equivalent electrical circuit is over simplified. For some electrochemical flow cell configurations, other possible sources could contribute to the impedance. And a simulation result by using this simple circuit, cannot match the experiment data.

A Novel Analytical Methodology for Optical Impedance Spectroscopy

Based on the optimized ultra-thin ITO films from Section 2.3.3, EA-SM-IOW were developed to implement highly sensitive OIS measurements. As the initial examination has demonstrated, the transparent conductive electrode (ITO) does change its optical properties under the potential modulation. A new methodology is described to factor out those optical background changes from the working electrode and retrieve the accurate electrochemical information for redox adsorbates.
Under an AC impedance potential modulation, as expressed in Equation 3-2 and under the linear approximation for a small amplitude potential modulation, the reference optical signal (here labeled with subscript “0”) and the redox adsorbates present optical signal are expressed in a similar format with a DC component, an AC component and a phase delay, as described in Equation 5-9

\[ I_0(t) = I_{dc,0}(E_{dc}) + \Delta I_{ac,0}(\omega, E_{dc})\sin[\omega t + \theta(\omega, E_{dc})] \]

\[ I(t) = I_{dc}(E_{dc}) + \Delta I_{ac}(\omega, E_{dc})\sin[\omega t + \theta(\omega, E_{dc})] \]  

(5-9)

Calculation of absorbance under AC modulation

With its definition, the absorbance for the redox species under the AC potential modulation can be expressed in Equation 5-10.

\[ \text{Abs}(E_{dc}, \omega, t) = -\log_{10}\left( \frac{I_{dc}(E_{dc}) + I_{ac}(E_{dc}, \omega)\sin[\omega t + \theta(\omega)]}{I_{dc,0}(E_{dc}) + I_{ac,0}(E_{dc}, \omega)\sin[\omega t + \theta_0(\omega)]} \right) \]  

(5-10)

Next, the Equation 5-10 above is manipulated to express the absorbance with a DC and an AC component:

\[ \text{Abs}(E_{dc}, \omega, t) = -\log_{10}(I_{dc}(E_{dc}) + I_{ac}(E_{dc}, \omega)\sin[\omega t + \theta(\omega)]) + \]

\[ \log_{10}(I_{dc,0}(E_{dc}) + I_{ac,0}(E_{dc}, \omega)\sin[\omega t + \theta_0(\omega)]) \]

\[ = \log_{10}(I_{dc}(E_{dc})) - \frac{\ln(1 + \frac{I_{ac}(E_{dc}, \omega)\sin[\omega t + \theta(\omega)]}{I_{dc}(E_{dc})})}{\ln(10)} + \]

\[ \log_{10}(I_{dc,0}(E_{dc})) + \frac{\ln(1 + \frac{I_{ac,0}(E_{dc}, \omega)\sin[\omega t + \theta_0(\omega)]}{I_{dc,0}(E_{dc})})}{\ln(10)} \]
Then the DC and AC components of the absorbance can be separated and expressed in Equation 5-11 and 5-12 separately. The DC component of absorbance is only related to the DC component of the potential modulation, and is related the amount of the active surface coverage and total surface coverage of the redox adsorbates, the same as expressed in Equation 4-1.

\[
Abs_{dc}(E_{dc}) = -log_{10} \left( \frac{I_{dc}(E_{dc})}{I_{dc,0}(E_{dc})} \right) \quad (5-11)
\]

\[
Abs_{ac}(E_{dc}, t) = \frac{ln(1+\frac{i_{ac}(E_{dc,\omega})sin[\omega t+\theta(\omega)]}{I_{dc}(E_{dc})})}{ln(10)} + \frac{ln(1+\frac{i_{ac,0}(E_{dc,\omega})sin[\omega t+\theta_0(\omega)]}{I_{dc,0}(E_{dc})})}{ln(10)} \quad (5-12)
\]

Since \(\frac{i_{ac,0}(E_{dc,\omega})}{I_{dc,0}(E_{dc})}\) or \(\frac{i_{ac}(E_{dc,\omega})}{I_{dc}(E_{dc})}\) is a small number compared to 1 (because of the small AC amplitude of the applied potential modulation, and experimentally confirmed in section 5.3.3), Equation 5-12 can be simplified as in Equation 5-13 with a linear approximation.

\[
Abs_{ac}(E_{dc}, t) \cong \frac{-i_{ac}(E_{dc,\omega})sin[\omega t+\theta(\omega)]}{ln(10) I_{dc}(E_{dc})} + \frac{i_{ac,0}(E_{dc,\omega})sin[\omega t+\theta_0(\omega)]}{ln(10) I_{dc,0}(E_{dc})} \quad (5-13)
\]

With Equation 5-13, the amplitude of the in phase and out of phase components of the AC absorbance can be expressed in Equation 5-14 and Equation 5-15 separately:

\[
\Delta Abs_{ac}' = \left( -\frac{i_{ac}(E_{dc,\omega})cos[\theta(\omega)]}{ln(10) I_{dc}(E_{dc})} + \frac{i_{ac,0}(E_{dc,\omega})cos[\theta_0(\omega)]}{ln(10) I_{dc,0}(E_{dc})} \right) \quad (5-14)
\]

\[
\Delta Abs_{ac}'' = \left( -\frac{i_{ac}(E_{dc,\omega})sin[\theta(\omega)]}{ln(10) I_{dc}(E_{dc})} + \frac{i_{ac,0}(E_{dc,\omega})sin[\theta_0(\omega)]}{ln(10) I_{dc,0}(E_{dc})} \right) \quad (5-15)
\]
The AC component of the absorbance signal is determined by the amount of the surface immobilized redox species driven by the AC potential amplitude, with Equation 5-16.

\[
\text{Abs}_{ac}(E_{dc}, \omega) = \sqrt{\Delta \text{Abs}'_{ac}^2 + \Delta \text{Abs}''_{ac}^2} = S \Gamma_{ac}(E_{dc}, \omega) \Delta \epsilon
\] (5-16)

Reconstruction of faradaic current density

As previously shown in Equation 4-3 shows, by taking the derivative of the absorbance with respect to time the faradaic current density can be reconstructed. The imaginary component of the faradaic current density is reconstructed by taking the derivative of the real component of the AC absorbance, as in Equation 5-17. The real component of the faradaic current density is reconstructed by taking the derivative of the imaginary component of the AC absorbance, as in Equation 5-18. The amplitude of the faradaic current density is expressed as Equation 5-19.

\[
\Delta i'_{ac,F}(E_{dc}, \omega) = -\omega \frac{nF}{S \Delta \epsilon} \Delta A''_{ac}
\] (5-17)

\[
\Delta i''_{ac,F}(E_{dc}, \omega) = \omega \frac{nF}{S \Delta \epsilon} \Delta A'_{ac}
\] (5-18)

\[
i_{ac,F} = \sqrt{\Delta i'_{ac,F}^2 + \Delta i''_{ac,F}^2}
\] (5-19)

Determination of electron transfer rate

A generalized equivalent electrical circuit, as shown in Figure 5-3, is modeled here for the spectroelectrochemical flow cell. The impedance elements in the whole flow cell are generically called $Z_1$ and $Z_2$, which include the buffer solution.
resistance, the ITO impedance, the resistance of the electrical connections and other possible sources.

Figure 5-3: Generalized equivalent electrical circuit for the spectroelectrochemical flow cell. Impedance of the electrochemical flow cell is generalized with $Z_1$ and $Z_2$, which includes the resistance of the electrolyte solution and other possible impedance sources.

The total AC potential modulation applied across the entire circuit in the electrochemical cell is called $E_{ac}$, and the potential modulation across the molecular
thin film under redox reaction is $E_{ac}^F$. The equivalent electrical circuit for the redox reaction of the surface-adsorbates can be represented by a faradaic admittance, $Y_F$. Instead of calculating $E_{ac}^F$ from specific information on every electrical component present in the circuit, a different methodology is described below to obtain the faradaic admittance related to the redox reaction in the molecular thin film.

The relationship between the total current, $I_{tot}$, the total impedance of the whole flow cell, $Z_{tot}$, and the applied potential modulation for the entire flow cell $E_{ac}$ is as shown in Equation 5-20:

$$I_{tot} = \frac{E_{ac}}{Z_{tot}}$$  \hspace{1cm} (5-20)

The relationship between the faradaic current, $I_{ac}^F$, the faradaic admittance, $Y_F$ and the applied potential modulation for the surface immobilized redox film, $E_{ac}^F$ is described by Equation 5-21.

$$E_{ac}^F = \frac{I_{ac}^F}{Y_F}$$  \hspace{1cm} (5-21)

The same potential modulation, $E_{ac}^F$, that applied to the molecular redox adsorbate is also applied to the double layer capacitance. The relationship of the charging current of the double layer capacitance, $I_d$, the double layer capacitance, $C_d$, and the applied potential modulation, $E_{ac}^F$, is given by Equation 5-22.

$$E_{ac}^F = \frac{I_d}{j\omega C_d} = \frac{I_{ac}^F}{Y_F}$$  \hspace{1cm} (5-22)

From the experimental results and considerations in Chapter 4, it is known that the faradaic current from a sub-monolayer of redox molecules under potential
modulation, $I_{ac}^F$, is a small fraction of the charging current associated with the double layer capacitance, so the total current in the electrochemical cell can be written as:

$$I_{tot} = I_d + I_{ac}^F \approx I_d \quad (5-23)$$

Then the faradaic admittance can be calculated by substituting $I_{tot}$ from Equation 5-22 and $I_d$ from Equation 5-22 into Equation 5-23.

$$Y^F = j \frac{Z_{tot}^F \omega C_d}{E_{ac}} \quad (5-24)$$

For the AC impedance measurements, the potentiostat measures the total electrical impedance across the flow cell with the real $Z'_{tot}$ and imaginary $Z''_{tot}$ components at each modulation frequency. As previously described, the faradaic current density, $i_{ac}^F$, is optically determined with a reference set by the potential modulation across the cell, $E_{ac}$. With all these known parameters, the faradaic admittance can be calculated as in Equation 5-25. In Equation 5-26 and Equation 5-27, the real and imaginary components of the faradaic admittance are expressed separately by expanding Equation 5-25. With the experiment data of the optical and the electrical impedance spectroscopies, the faradaic admittance real and imaginary components can be calculated.

$$Y^F = j \frac{\omega C_d}{E_{ac}} (I_{ac}^F + j I_{ac}''^F) (Z_{tot}' + j Z_{tot}'') \quad (5-25)$$

$$Y''^F = - \frac{\omega C_d}{E_{ac}} (I_{ac}''^F Z_{tot}' + I_{ac}'^F Z_{tot}'') \quad (5-26)$$

$$Y'''^F = \frac{\omega C_d}{E_{ac}} (I_{ac}'^F Z_{tot}' - I_{ac}''^F Z_{tot}'') \quad (5-27)$$
Since the equivalent electrical circuit for the redox reaction of a molecular adsorbate is represented by a charge transfer resistance, $R_{ct}$, in series with a pseudo capacitance $C_a$, then the faradaic admittance can be expressed theoretically as in Equation 5-28, and the $R_{ct}$ and $C_a$ can be expressed by Equation 5-29 and Equation 5-30, respectively.

$$\frac{1}{Y_F} = R_{ct} + \frac{1}{j\omega C_a}$$  \hspace{1cm} (5-28)

$$R_{ct} = \frac{Y_F}{|Y_F|^\prime}$$  \hspace{1cm} (5-29)

$$C_a = \frac{|Y_F|^\prime^2}{\omega Y_F^\prime}$$  \hspace{1cm} (5-30)

By substituting the expression of $R_{ct}$ and $C_a$ into Equation 5-8, the electron transfer rate constant can be expressed as Equation 5-31.

$$k_0 = \frac{1}{2R_{ct} C_a} = \frac{1}{2} \frac{Y_F^\prime}{Y_F^\prime} \omega = -\frac{1}{2} \left(\frac{I_{ac}^E Z_{tot}^I - I_{ac}^F Z_{tot}^II}{I_{ac}^E Z_{tot}^II + I_{ac}^F Z_{tot}^I}\right) \omega$$  \hspace{1cm} (5-31)

A linear fit of $y = \omega Y_F^\prime\omega(\omega)$ against $x = 2 Y_F^\prime(\omega)$ calculated over several modulated angular frequencies, $\omega$, can be used, and the slope of this curve will provide the electron transfer rate, $k_0$.

In summary, when an AC potential modulation is performed to drive an electrochemical redox process, the combination of the data from the optically-retrieved faradaic current, $I_{ac}^E(\omega)$ and the data from the electrical impedance across the electrochemical cell, $Z_{tot}(\omega)$, provides a straightforward approach to determine the electron transfer rate of the surface-adsorbed redox species at sub-monolayer level.
The generalized equivalent circuit and the analysis for retrieving the reaction rate provide several advantages. First, there is no need to model and determine each component present in the equivalent electrical electrochemical cell. Second, the absolute values of the applied potential modulation, the double layer capacitance, the detection sensitivity, and the difference of molar absorptivity of the redox species are not needed for the determination of the electron transfer rate. OIS with the new methodology described above is tested for the election transfer kinetic of a sub-monolayer of the redox active cytochrome c proteins to show its applicability.

Results from the New Optical Impedance Spectroscopy Analysis

Experimental procedures

The experiment set-up with the stationary coupling system was used, the same as Figure 3-10. The probing wavelength 550 nm was selected. For the AC impedance potential modulations, amplitude of 15 mV and various potential DC biases (from -0.2 V to 0.08 V) were applied. The frequencies were from 1Hz to 20 Hz (not angular frequency).

The reference optical signals and the electrical impedance signals were measured first for each potential DC bias with phosphate buffer inside the flow cell. Then approximately 2 ml of 100 nM bulk concentration of cytochrome c solution was injected into the flow cell. An adsorption time of 30 minutes was used to stabilize the adsorption of the cytochrome c proteins on the ITO surface. Then the same optical impedance measurements were carried out. In Figure 5-4, the raw
optical responses for the protein contained system under AC impedance potential modulations are plotted. The oscillation frequency decreases from left to right.

Figure 5-4: Optical response at 550 nm from cytochrome c protein contained system under AC impedance potential modulations for various potential DC biases.

First, the AC amplitude of the optical response was examined. By qualitative inspection of these curves, the maximum optical AC amplitudes were observed at -0.08 V and -0.12 V DC biases. The formal potential should be close to these two potential DC biases. When the potential DC bias was changed into the positive or
negative direction, AC amplitudes of the optical data were smaller. At + 0.08 V potential DC bias, no more optical AC oscillation could be observed. Most of the cytochrome c proteins were oxidized. Second, the DC amplitudes of the optical responds were examined. The optical DC amplitude stays at a constant through the potential oscillation for each potential DC bias. The separation of the optical DC values was at the maximum between – 0.8 V and – 0.12 V. The separation became smaller when the potential DC biases increased or decreased. Third, the asymmetry of these traces was examined. Only at – 0.12 V DC bias, the optical AC oscillation was symmetric. At the more positive potential DC biases, the optical oscillation had higher amplitude toward the formal potential direction, and vice versa for the more negative potential DC biases.

For more quantitative results, the new methodology described in section 5.2 was used. Sinusoidal wave fitting processes were applied to obtain the values of DC, AC and phase delay of the optical responses.

Analysis of the DC optical response

As expected, at one specific potential DC bias, the DC component of the optical response was frequency independent. Figure 5-5 shows the average values of the optical DC components, \( I_{dc}(E_{dc}) \), over all frequencies. The blue ones represent the reference optical signal and the red ones represent the signal with surface adsorbed cytochrome c proteins. The standard deviations are shown as error bars.
Figure 5-5: DC component of the optical out-coupled intensity at each DC potential bias with average over the frequencies for optical baseline and cytochrome c protein contained optical signals.

With Equation 5-11, the absorbance DC components were calculated, as shown in Figure 5-6 (a). And the relative faradaic current intensity profile was reconstructed by taking the derivative of the DC component of absorbance with respect to the potential DC bias, as shown in Figure 5-6 (b). A Gaussian fit was used to determine the formal potential ($-0.938 \pm 0.001$) V and the full width at half maximum (FWHM) ($0.100 \pm 0.004$) V.
Figure 5-6: (a) DC component of absorbance against potential DC bias. (b) Reconstructed relative faradaic current density profile with a Gaussian fit.
Analysis of the AC optical response

The real and imaginary terms for the reference signal Equation 5-14:

\[
\left( \frac{l_{ac,0}(E_{dc}, \omega) \cos [\theta(\omega)]}{ln(10) I_{dc,0}(E_{dc})} \right) \frac{l_{ac,0}(E_{dc}, \omega) \sin [\theta(\omega)]}{ln(10) I_{dc,0}(E_{dc})}
\]

and for the cytochrome c proteins optical signal from Equation 5-15:

\[
\left( \frac{l_{ac}(E_{dc}, \omega) \cos [\theta(\omega)]}{ln(10) I_{dc}(E_{dc})} \right) \frac{l_{ac}(E_{dc}, \omega) \sin [\theta(\omega)]}{ln(10) I_{dc}(E_{dc})}
\]

were calculated. These parameters were plotted in a complex plane (imaginary against real component) to describe the AC optical absorbance. In Figure 5-7, the results from a few potential DC biases are plotted.

![Graph showing AC optical response analysis](chart.png)
Figure 5-7: Complex planes comparison between the optical reference signal and the proteins signal. The blue diamonds are for the reference signal. The red squares are for cytochrome c proteins signal. All 6 graphs are plotted with the same scale to show differences. The oscillating frequency increases in the clockwise direction, as shown in the plot of the -0.2 V potential DC bias. The AC component of the absorbance is represented by a black arrow drawn from optical baseline to the
proteins signal with the same frequency. The real component and imaginary component of the AC absorbance are represented by a purple and a green arrow.

The modulation frequency increases in the clockwise direction, as shown in the plot of -0.2 V potential DC bias. The AC absorbance amplitude is proportional to the distance in the complex plane between the points corresponding to the protein and reference signals with the same frequency, as shown as in the plot of -0.12 V potential DC bias. The black arrow represents the AC component of absorbance, the purple arrow presents the real component, and the green arrow represents the imaginary component of the AC component of the absorbance signal. At -0.2 V and 0 V potential DC biases, the optical data from the reference and cytochrome c proteins are very close. This means that cytochrome c proteins are mainly reduced or oxidized due to the applied potential DC bias. At -0.12 V and -0.08 V potential DC biases, the separations between the reference and the protein signals are large. And this matches the optical DC component analysis results that the formal potential should be in this region, i.e., -0.12 V and -0.08 V.

Based on the molar absorptivity difference between the two redox states of the cytochrome c protein and the sensitivity of the EA-SM-IOW at 550 nm, the AC component of the active surface coverage was calculated for each potential DC bias with Equation 5-16. The results are shown in Figure 5-8 in the angular frequency domain for each potential DC bias with the left side y-axis. The AC absorbance curves are shown with the right side y-axis at the same time.
Figure 5-8: With the left side y-axis, the active surface coverage of cytochrome c proteins under 15 mV AC amplitude of impedance potential modulations for each potential DC bias is plotted against angular modulation frequency. With the right side y-axis, the AC absorbance results are plotted.

At -0.08 V potential DC bias, a maximum of $7 \times 10^{-14}$ mol/cm$^2$ active surface coverage of cytochrome c was detected with the EA-SM-IOW device. When the potential DC bias was away from the formal potential, the active surface coverage decreased. At -0.16 V and -0.04 V potential DC biases, even smaller active amounts of proteins were detected without any profile distortion. At the extreme positive or negative potential DC biases, the active surface coverage was low. At +0.04 V and +
0.08 V, no more active surface coverage could be detected. Different amplitudes (5 mV, 10 mV, and 15 mV) of the AC potential modulation were tested and the results confirmed that the 15 mV was comfortably inside the linear response region (Appendix 8).

With the calculated AC absorbance, the real and imaginary components of the faradaic current densities were calculated Equation 5-18 and Equation 5-19. In Figure 5-9, the amplitude of the faradaic current amplitude against the angular frequencies is plotted for various potential DC bias.

![Figure 5-9: Reconstructed faradaic current density for each potential DC bias is plotted against the angular frequency.](image)
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The faradaic current densities at 50 rad/s angular frequency were plotted against the potential DC biases, as shown in Figure 5-10. A Gaussian fit was used. According to the fitting, the formal potential was $(-0.942 \pm 0.002)$ V and FWHM was $(0.083 \pm 0.005)$ V.

![Faradaic Current Density Plot](image)

Figure 5-10: Reconstructed faradaic current density against the potential by selecting faradaic current value at 50 rad/s angular frequency as the blue dots. Gaussian fit is used as in the red solid line.

The formal potential and the FWHM of the faradaic current profiles under the CV scan and the AC impedance potential modulation are compared in Table 5-1. The
electron transfer process between the surface immobilized cytochrome c proteins and the ITO surface is shown to be quite reversible.

Table 5-1: Comparison of faradaic current profile.

<table>
<thead>
<tr>
<th>Potential modulation</th>
<th>Formal potential (V)</th>
<th>$\Delta E_{1/2}$ (V)</th>
<th>$n_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>$(-0.131 \pm 0.003) \text{ V}$</td>
<td>$(-0.08 \pm 0.02) \text{ V}$</td>
<td>1.13</td>
</tr>
<tr>
<td>DC of AC impedance</td>
<td>$(0.938 \pm 0.001) \text{ V}$</td>
<td>$(0.100 \pm 0.004) \text{ V}$</td>
<td>0.96</td>
</tr>
<tr>
<td>AC of AC impedance</td>
<td>$(-0.942 \pm 0.002) \text{ V}$</td>
<td>$(0.083 \pm 0.005) \text{ V}$</td>
<td>0.96</td>
</tr>
</tbody>
</table>

Experimental determination of the electron transfer rate

With Equation 5-31, the electron transfer rate was determined by using the value of the real and the imaginary components of the faradaic admittance. The results from potential DC bias $-0.08 \text{ V}$ and $-0.12 \text{ V}$ were examined, as shown in Figure 5-11 (a) and (b), respectively. From the fitting results, the electron transfer rate (slope) was $28 \text{ s}^{-1}$ for $-0.08 \text{ V}$ and $25 \text{ s}^{-1}$ for $-0.12 \text{ V}$ potential DC bias.
Figure 5-11: Electron transfer rate calculation for potential DC bias - 0.08 V (a) and -0.12 V (b). Linear fit is used, and the slope represents the electron transfer rate.
With Equation 5-29 and Equation 5-30, the charge transfer resistance $R_{ct}$ and the pseudo capacitance $C_a$ were calculated and used to simulate the faradaic admittance. The experiment and the simulation results of faradaic admittance in complex planes from - 0.08 V and - 0.12 V DC biases are plotted, as shown in Figure 5-12. Matches are observed for both potential DC biases. The model of an equivalent circuit representation with a charge transfer resistance in series with a pseudo capacitance for the redox reaction from the surface immobilized cytochrome c proteins is justified.

Figure 5-12: Complex planes of the experimental and simulation results of faradaic admittance at - 0.8 V and - 0.12 V potential DC biases. Match is observed.
Finally, the electrical data measured by the conventional EIS technique was examined. For the same sample that was described above by the optical approach, the pure electrical data from the potentiostat were displayed in Figure 5-13 for the real part of the impedance (a), the imaginary part of the impedance (b) and the phase delay (c) at potential DC bias of \(-0.08\) V.
Figure 5-13: Comparison of electrical impedance results between the electrochemical flow cell without (blue diamond) and with cytochrome c (red square) presence. (a) Real component of the total electrical impedance. (b) Imaginary component of the total electrical impedance. (c) Phase delay.
Imaginary component of the total electrical impedance. (c) Phase delay. Data from −0.08 V potential DC bias is selected.

The difference between the reference and the protein signals on the purely electrical impedance plots is extremely small. It is unnoticeable of redox reaction for surface-adsorbates at the sub-monolayer coverage. Attempt to retrieve electrochemical information based on pure electrical data is problematic. The electrical impedance data confirms that inability of conventional EIS to perform well under low surface coverage, and justifies the introduction of a novel optical approach based on the EA-SM-IOW to detect and characterize redox adsorbates at low surface concentrations.

Demonstration with different probing wavelengths

As described previously, the OIS using an extremely sensitive EA-SM-IOW can detect analytical signals even when a small fraction of redox species (femtomoles/cm²) were electrochemically modulated. Additional demonstration of the consistency of the approach was carried out by applying different probing wavelengths.

The wavelength at 550 nm has the strong redox molar absorptivity difference Δε (18 × 10³ M⁻¹cm⁻¹) for the cytochrome c protein. With the extremely high sensitivity from the EA-SM-IOW, other wavelengths having smaller Δε can be applied for the OIS detection. The wavelength at 570 nm, which also has the
opposite sign of $\Delta\varepsilon (-4 \times 10^3 \text{ M}^{-1}\text{cm}^{-1})$ compared to 550 nm, was selected for this demonstration.

The AC optical data are examined in the complex plane for 550 nm and 570 nm, as shown in Figure 5-14 (a) and (b), respectively. The data from an AC amplitude modulation of 15 mV at the potential DC bias of –0.1 V are used.
Figure 5-14: The comparison between the reference system and the cytochrome c contained system in optical complex planes for AC absorbance examination. Blue diamond represents the reference optical single and the red square represents the protein contained system for (a) 550 nm and (b) 570 nm.

For 550 nm, the optical data displayed in the complex plane for the reference signal and the signal for the protein adsorbate show the same sign, and it is the same as shown previously in Figure 5-7. The optical absorbance changes of cytochrome c proteins occur in the same direction as those in ultra-thin ITO film under the potential modulation. As a result, the AC complex plane of cytochrome c protein is larger than the reference complex plane when the potential DC bias is close to the formal potential. For 570 nm (b), the more negative potential the less absorptive the proteins are. The optical signal in the complex plane for cytochrome c has a negative sign, compared to 550 nm.
The same linear fitting as in Figure 5-11 for electron transfer rate calculation was used for 550 nm and 570 nm, as shown in Figure 5-15 (a) and (b) respectively.
The electron transfer rates were close for 550 nm (40 s⁻¹) and 570 nm (46 s⁻¹). The electron transfer rate for the surface immobilized cytochrome c proteins from this set of test was different than the result from previous section 5.3.4. A different EA-SM-IOW device was employed. Although the device fabrication process was similar, the surface chemistry of the ultra-thin ITO films was unlikely to be identical.
Conclusions

The theoretical development of the new methodology for OIS based on the EA-SM-IOW platform was demonstrated. The electrochemical reaction of surface immobilized cytochrome c protein at sub-monolayer level was studied, and experimental results showed the applicability of this novel methodology. The highly sensitive EA-SM-IOW has been proven with an ability in detection and characterization of very low surface density (10^{-15} \text{ mol/cm}^2) of redox active cytochrome c proteins under AC potential modulations. The information of the electrochemical faradaic current was retrieved from purely optical signals. In addition, based on this novel and simplified analysis, the electron transfer rate of the redox adsorbate, at surface coverage that was beyond the reach of conventional electrical impedance spectroscopy, was experimentally demonstrated.
CHAPTER 6

APPLICATIONS OF THE ELECTRO-ACTIVE, SINGLE-MODE, INTEGRATED OPTICAL WAVEGUIDE

As the experimental results in Chapter 5 shows, the optical impedance spectroscopy (OIS) based on an electro-active single-mode integrated optical waveguide (EA-SM-IOW) is extremely sensitive for studying redox reactions of molecular assemblies at sub-monolayer level. With the novel analysis method, the electron transfer rate can be calculated accurately and simply. In this chapter, this technique is used to examine electron transfer rates of cytochrome c proteins at sub-monolayer surface density for various circumstances.

Impact of Total Surface Coverage on Cytochrome c Adsorbates

Total surface coverage effects on electron transfer kinetics of surface immobilized cytochrome c proteins under potential modulations are examined. In this set of experiments, various bulk concentrations of cytochrome c are used to achieve different total surface coverage. The maximum surface coverage is still at sub-monolayer level.
Experimental set-up and procedures

Both CV potential scan (to determine the total surface coverage) and AC potential modulations (to study the electron transfer kinetics) were applied. For the CV potential scan (-0.3 V to 0.1 V, 0.02 V/s speed), the same experiment set-up as in Section 3.3.1 was used. For OIS measurements, the experiment set-up used in Chapter 3 was improved, as shown in Figure 6-1. By comparing the optical signal to the potential modulation using a lock-in amplifier (Stanford research system), the optical AC amplitude and phase delay were collected by the oscilloscope.

Figure 6-1: Experimental set-up for optical impedance measurement.
After a cleaning process, the EA-SM-IOW sensor was mounted and the optical coupling was optimized. Then the buffer solution was injected into the flow cell. The optical reference signals were recorded first for both CV potential scan and AC impedance potential modulations. Then 2 ml of the lowest bulk concentration of cytochrome c, 25 nM, was injected into the flow cell and 30 minutes was used to stabilize the adsorption process. Then a flushing process was used to eliminate floating cytochrome c with buffer solution. Then the same CV potential scan and the AC impedance potential modulations were applied to the system. The same experiment steps, adsorption – flushing with buffer solution – recording optical response under potential modulations, were used for 50 nM, 75 nM, 100 nM and 200 nM bulk concentration of cytochrome c protein. This set of measurements was carried out without disassembling the electrochemical flow cell when increasing the cytochrome c protein bulk concentration.

Results of CV potential scan

The absorbance from the isosbestic point 557 nm under the CV potential scan was examined for each bulk concentration of cytochrome c protein. The surface coverage of the cytochrome c proteins was calculated, as shown in Figure 6-2. The surface coverage was a constant for each bulk concentration of cytochrome c during the potential scan. The data confirms no net adsorption or desorption of cytochrome c protein under the potential modulation. As expected, the higher the cytochrome c protein bulk concentration, the higher the surface coverage was resulted.
Figure 6-2: Total surface coverage during the CV potential scans monitored by an isosbestic wavelength, 557 nm. The higher the bulk concentration of the cytochrome c protein, the higher total surface coverage is resulted. For one bulk concentration of cytochrome c proteins, the total surface coverage is a constant during the potential modulation.

The Langmuir model was used to obtain information of the saturated surface coverage, $\Gamma_{\text{sat}}$, and the equilibrium adsorption constant, $K_{\text{ad}}$, as shown in Equation 6-1, where $\Gamma_b$ is the surface coverage resulted from a bulk concentration of the protein, $C_b$.

$$\Gamma_b = \frac{K_{\text{ad}}\Gamma_{\text{sat}}C_b}{1 + K_{\text{ad}}C_b}$$

(6-1)
The experimental results and simulated curves of the total surface coverage against bulk concentration are shown in Figure 6-3. From the fitting results, $I_{sat}$ is $(5.9 \pm 0.7)$ picomoles/cm$^2$ and $K_{ad}$ is $(2.3 \pm 0.8) \times 10^7$ M$^{-1}$.

![Graph showing the relationship between bulk concentration and surface coverage](image)

**Figure 6-3:** Experimental results of the surface coverage under different bulk concentrations with a Langmuir fitting.

Absorbance data from 550 nm Figure 6-4 (a) were used to reconstruct the faradaic current density profiles for each total surface coverage case, as shown in Figure 6-4 (b). The values of the faradaic current density peak, the full width at half maximum (FWHM) and the formal potential were examined by using Gaussian fit. As expected, the higher surface coverage, the higher the faradaic current density
was, as shown in Figure 6-4 (b). The average height of the faradaic current density peaks for 6 segments, including both scanning directions (positive and negative), was plotted against the total surface coverage of the cytochrome c proteins, as shown in Figure 6-4 (c). The result from the 200 nM bulk concentration of cytochrome c proteins was not included because the absorbance was too high and may have reached the detection saturation.
Figure 6-4: (a) Absorbance data from 550 nm wavelength during CV scan for each total surface coverage, (b) reconstructed faradaic current density profiles by using absorbance signals from 550 nm, and (c) average of faradaic current density peaks against total surface coverage under the same CV scan.

The active surface coverage of cytochrome c was calculated by using the height of average of faradaic current density with Equation 4-5. Based on calculated total surface coverage from 557 nm, the reactive percentage ($I_{act}/I_{tot}$) of the population the cytochrome c was calculated. In Figure 6-5, the active percentage was plotted against the total surface coverage. The percentage of redox reactive species was not constant. The more cytochrome c proteins on the surface, the more of them were active for the redox reaction.
Figure 6-5: Reactive percentage of the surface immobilized cytochrome c against the total surface coverage.

The formal potential and the FWHM were also examined, as shown in Figure 6-6 (a) and (b), respectively. As the standard deviation was rather large for these measurements, no strong correlation of the formal potential or the FWHM with the total surface coverage could be observed.
Figure 6-6: (a) Formal potential and (b) full width at half maximum of the faradaic current density profiles of cytochrome c proteins under different total surface coverage. The average of 6 segments of the CV scan is used with the standard devotion as the error bars.

Results of the optical impedance spectroscopy

For the OIS measurements, the faradaic current density profiles were reconstructed with the DC and AC absorbance components from 4 Hz modulation frequency, as shown in Figure 6-7 (a) and (b) respectively with Gaussian fits.
Figure 6-7: Reconstructed faradaic current density profiles from (a) DC and (b) AC components of absorbance data from OIS measurements. The dotted curves are from experimental results and the solid curves are Gaussian fits.
With Gaussian fitting results, the formal potential of the faradaic current density profiles reconstructed from the DC and AC components were examined and compared, as shown in Figure 6-8.

![Figure 6-8](image.png)

Figure 6-8: Formal potential for cytochrome c proteins redox reactions against total surface coverage. The DC (blue diamond) and AC components (red square) of the optical impedance data at 4 Hz are used to reconstruct the faradaic current density profile and examined with Gaussian fitting.
A strong agreement between results from the DC and AC components was observed. In addition, both data showed that the formal potential moved to the positive side when increasing the surface density of cytochrome c proteins on the working electrode, which was consistence with results from reference [200].

Gaussian fitting results for FWHM was examined, as shown in Figure 6-9 (a) for faradaic current density profiles reconstructed from DC components and (b) from AC components. From both plots, we observed that as the surface coverage increased the faradaic current profile became narrower, and these experimental results did not support statements present in reference [200].
Figure 6-9: Full width at half maximum of the reconstructed faradaic current profiles from (a) DC and (b) AC components of absorbance data by selecting optical impedance data at 4 Hz and Gaussian fitting.

Next, the electron transfer rate was calculated based on the novel methodology described in Chapter 5, for each case (total surface coverage). The result is shown in Figure 6-10.
When the total surface coverage was low, the electron transfer rate was high and stayed as a constant. When the surface coverage increased, the electron transfer rate was reduced. The same phenomenon has been observed by Edmond F. Bowden and Rose A. Clark [200]. They attributed this result to the different types of binding sites on the ITO surface, strong and weak. According to their hypothesis, a stronger bound site provides faster electron transfer rate. This hypothesis could be used to explain our electron transfer result, which is not likely to be from the protein - protein interaction, because the surface coverage of the cytochrome c protein was at
sub-monolayer level. When the surface concentration is low, cytochrome c molecules are bound to the strong binding sites of the ITO surface. When increasing surface concentration, the strong binding sites are all consumed and the proteins start to bind onto the weaker sites which may create a slower electron transfer rates.

Two reasons could be attributed to explain why a stronger binding site has a faster electron transfer rates. One is a strong bound sites could introduce strong unfolding mechanism to the protein and a reduction in length of electron transfer pathway. With the weak bounding sites, the protein might be partly or not unfolded. The electrons will require additional energy to bridge between the ITO film and the protein heme-center. Another possible explanation is that cytochrome c protein needs time and energy to reorganize its structure for the electron transfer process [201, 202]. When the protein bounds to the strong sites of the ITO electrode, the structure of the protein is optimized for the electron transfer processes.

Impact of Ionic Strength on Properties of Cytochrome c Adsorbates

Investigations have been reported in literatures on the adsorption kinetics of the reduced and the oxidized states of cytochrome c proteins on various surfaces under different ionic strength [203-206]. Under the same pH condition, the higher ionic strength, the lower the surface coverage becomes, and the larger equilibrium constant of the adsorption is. Since the attraction force between the cytochrome c protein and the solid surface is primarily an electrostatic force, additional NaCl ions will directly influence the interaction between cytochrome c proteins and the solid surfaces. The novel methodology of OIS based on an EA-SM-IOW is used to examine
the ionic strength effects on the electron transfer kinetics of surface immobilized cytochrome c proteins.

Experimental set-up and procedures

The same experimental set-up in Section 6.1.1 was used, and the wavelength of 570 nm was selected for the OIS measurements. Ionic strength in buffer solutions was adjusted by concentration the NaCl salt. The bulk concentration of cytochrome c proteins in these experiments was fixed at 100 nM. The surface of the device was rinsed with DI water, and then cleaned with diluted micro-detergent, rinsed with DI water again and dried by the N₂ gas. After the cleaning process, the device was mounted into the electrochemical flow cell. The optical coupling was optimized first, and then a specified NaCl concentration solution was injected into the electrochemical flow cell. A CV scan from -0.4 V to + 0.4 V was used to stabilize the ITO surface before the optical reference signal was acquired. After this stabilization process, the AC impedance potential modulation was applied and the optical reference signal was recorded. Then a period of 30 minutes was used to stabilize the adsorption of cytochrome c proteins on the surface. Then, the same AC impedance potential modulation was applied to the system and the optical signal was recorded. The same measurement process was applied to all solutions with different NaCl concentration solutions. For each NaCl concentration experiment, the same cleaning procedure was used after the previous run to assure that no cytochrome c proteins were left on the surface.
Electron transfer rate results

The electron transfer rate was calculated with novel methodology for OIS measurements, and the results were shown in Figure 6-11. For the case of no salt presentation (pure phosphate buffer), the common logarithm of the ratio of the concentration of salt over the bulk concentration of cytochrome c was set as -1. The results showed that when the salt concentration was not sufficiently high enough (from 0 to 1 mM), the electron transfer rate between the working electrode and cytochrome c proteins was almost as a constant. When the salt concentration was increased (above 10 Mm), the electron transfer rate was clearly diminished.
Figure 6-11: Electron transfer rate of cytochrome c protein in different ionic strength solutions. The x-axis is the common logarithm of the ratio the concentration of salt over the bulk concentration of cytochrome c. the x value is set as - 1 for the case that pure phosphate buffer is used.

The observations above can also be understood in terms of the binding strength of the proteins on the ITO surface. Cytochrome c proteins that strongly bind to the ITO surface will feature fast electron transfer rates. When the NaCl ion strength is not strong enough to break this bound or to strongly shield it, the proteins are not so affected and the electron transfer rate is still high as in buffer with no salt. When the ion strength starts to substantially increase, the salt ions can start to form a shell around the protein and the proteins have less positive net charges. The electrostatic force between the ITO surface and the proteins are reduced. The unfolding of the protein is not at a full degree, and the electron transfer rate starts to decrease. The effects from the ions on cytochrome c and the ITO surface also are shown in the adoption process. When NaCl concentration higher is than 100 mM, no more surface immobilized cytochrome c can be observed.

Measurements of Electron Transfer Rate with Incident Light at Orthogonal Polarization

Several studies have been done on the orientation of both reduced and oxidized cytochrome c on various surfaces [207-211] and conditions [212-215].
Under specially modified surfaces and for specific adsorbates, a net average molecular orientation with a certain order have been created and characterized. Thus, when molecular order is present, light with different polarizations interact optically with different sub-populations of adsorbed species. It has been hypothesized that, if those sub-populations have different electron transfer rates, spectroelectrochemistry with different light polarizations could detect and measure those changes. The experiments described below are aimed to test that hypothesis for the electron transfer rate for the surface immobilized cytochrome c proteins on the bare ITO surface. Polarized light is used for OIS measurements based on an EA-SM-IOW platform.

Experimental set-up and procedures

The same experimental set-up was used as in the previous two experiments and the wavelength of 550 nm was selected. A phase plate was put in front of the super continuum fiber laser source to select the polarization. The same phosphate buffer solution was used to support cytochrome c proteins. When the optimized coupling was achieved, a cyclic voltammetry scan from -0.4 V to 0.4 V was used to stabilize the ITO surface of the device before the optical reference signal was acquired. After this stabilization process, the same AC impedance potential modulations were applied to the electrochemical flow cell and the reference signals with TE and TM polarization were recorded separately. Then a 30 minutes adsorption process was used to stabilize the adsorption of cytochrome c (100 nM bulk concentration) proteins on the surface. After the adsorption, the same AC
impedance potential modulations were applied to the system with the protein present, and the optical signal data was recorded for both polarized light.

Results of electron transfer rate

The electron transfer rate was calculated with the novel methodology. The linear fitting results for electron transfer rate for both polarizations were shown in Figure 6-12 (a) and (b).

![Graph](image)
Figure 6-12: Electron transfer rate calculation for both (a) TM and (b) TE polarized incident light. The electron transfer rate is represented by the slope of the linear fit.

The electron transfer rate was almost the same for TM (49 s\(^{-1}\)) and TE (45 s\(^{-1}\)) polarizations. This result contradicted previous data published in the literature that claims asymmetry on the electron transfer rate of cytochrome c on an ITO surface for different polarizations [213]. However, our results were consistent with the fact that the molecular order of cytochrome c on a bare ITO surface is fairly negligible [208].

Although, the experimental results do not show an asymmetry in this particular case, the technique described here is powerful and useful for further...
investigations in the electron transfer kinetics of various molecular assemblies at specific surfaces.

Conclusions

The EA-SM-IOW was applied in studies of the electron transfer processes for surface adsorbed cytochrome c protein at sub-monolayer level in several different environments. The tested surface densities of redox species were well below the reach of conventional electrochemistry and spectroelectrochemistry techniques, such as the electro-reflectance and potential-modulated transmittance. With the novel methodology for the OIS based on the EA-SM-OW described in Chapter 5, the effects from the total surface coverage and ionic strength on the electron transfer process between cytochrome c proteins and the ITO surface were examined. The higher the surface coverage of the protein, the slower the rate was observed. Similar result was obtained for the effects from ionic strength studies, where the higher the concentration of NaCl salt in the solution, the slower the electron transfer rate was. These phenomena can be attributed to the bound sites on the ITO surface. Stronger bounding sites facilitate the electron transfer between the protein and the electrode. For weaker bound sites, additional energy is needed for the electron transfer process to go forward.
CHAPTER 7

COUPLED PLASMON WAVEGUIDE RESONANCE SENSOR: DESIGN AND FABRICATION

Introduction

Surface plasmon resonance (SPR) is a highly sensitive analytical technique that is considered by many as a gold standard for the detection of surface binding events. It has been employed in research labs worldwide as a high-end tool for the development of new pharmaceutical drugs. Different variations and methods have been applied to improve its detection limit. One of the modifications is the coupled plasmon waveguide resonance (CPWR) with a dielectric waveguide coated on top of a noble metallic layer. Although theoretical calculations have predicted superior performance of a CPWR over the conventional SPR, the various experimental implementations of CPWR reported in the literatures were not superior to the standard SPR. Either the structure was not properly designed or the quality of the fabricated structure was insufficient to reach a strong optical resonance. A major issue has been the high transparency needed for the dielectric layer to be grown over a noble metal layer. In the following section, the design, fabrication and characterization of a CPWR sensor, based on a high quality of aluminum oxide
waveguide layer and a silver thin layer, are described and shown to perform better than conventional SPR.

Design of the CPWR Sensor

A criterion was defined to compare the traditional SPR and CPWR performances in aqueous environment. The best architectures of SPR and CPWR were tested theoretically for bulk refractive index change and molecular thin film adsorption.

Definition of resolution

A criterion for resolution as the refractive index change, $\Delta n$, is defined in Equation 7-1.

$$\Delta n = \frac{\Delta \theta}{\partial \theta/\partial n}$$

(7-1)

A typical reflectivity for a SPR sensor under angular interrogation is shown in Figure 7-1, where $\Delta \theta$ is the full-width at the half maximum (FWHM) of the resonance, $R_c$ is the reflectivity at the critical angle, and $R_{\text{min}}$ is the minimum reflectivity at the resonance angle. When a change of refractive index, $\partial n$, happens next to the device interface, the resonance angle is shifted by $\partial \theta$. For a given refractive index change, a narrower and deeper profile with a large shift in the angle of minimum reflectance is preferred to improve the limit of detection.
Figure 7-1: Demonstration of the parameters in the definition of resolution for both techniques.

Comparison between CPWR and SPR models

The performance of the CPWR and SPR were compared with their best theoretical configurations. A Mathematic program based on the transfer matrix method was used to simulate the reflectivity versus the incident angle (Appendix 9). A 633 nm incident light beam was used as the light source for the simulation. For a CPWR, the thickness of each layer and calibrated refractive index are as follows: $t_{\text{silver}} = 36 \text{ nm}, n_{\text{silver}} = 0.9 - 4.1 I, t_{\text{silica}} = 5 \text{ nm}, n_{\text{silica}} = 1.46$ and $t_{\text{alumina}} = 140 \text{ nm}, n_{\text{alumina}} = 1.63$. The ideal aluminum oxide thickness was designed just
above the cutoff thickness to support only the first fundamental TE polarized guided mode. The evanescent field was maximized at the interface when compared to a multimode waveguide. For the best performance for a silver thin film based SPR, \( t_{\text{silver}} = 52 \, \text{nm} \). The CPWR and the SPR were designed for an aqueous environment.

The simulated reflectivity against the incident angle was plotted for both sensors in an aqueous solution \((n_{\text{water}} = 1.33211)\), as shown in Figure 7-2.

![Figure 7-2: Calculated reflectivity curves for CPWR and SPR working in water solution. CPWR results a much narrower curve than the SPR. The best configuration for each sensor is used.](image)

Figure 7-2: Calculated reflectivity curves for CPWR and SPR working in water solution. CPWR results a much narrower curve than the SPR. The best configuration for each sensor is used.
The angular width of the CPWR is nearly 60 times narrower than that of the SPR. From the definition of the resolution, the resonance angular shift under a refractive index change also plays an important role. Two cases are compared for their performances. One is the bulk refractive index change. And the other one is a refractive index change introduced by a layer of surface immobilized molecular thin film.

Refractive index change in bulk cladding medium

The bulk solution refractive index change was set from $n_{out,1} = 1.33211$ to $n_{out,2} = 1.33311$, which introduced a $\delta n = 0.001$ refractive index change. Simulations of the reflectivity profiles for the SPR and the CPWR sensor are shown in Figure 7-3 (a) and (b) respectively.
Figure 7-3: Calculation results of reflectivity against incident angle for (a) SPR and (b) CPWR under a 0.001 refractive index change in bulk solution.

The parameters of the reflectivity profile for the CPWR and the SPR are listed in Table 7-1. The CPWR is 33.3 times better than SPR for the refractive index change in bulk solution.

Table 7-1: Parameters of reflectivity profiles for CPWR and SPR for two bulk solutions having a refractive index change of 0.001.
<table>
<thead>
<tr>
<th>Sensor type</th>
<th>resonance angle for 1.33211</th>
<th>resonance angle for 1.33311</th>
<th>resonance angle shift $\Delta \theta$</th>
<th>FWHM $\Delta n$</th>
<th>$\Delta n_{SPR}$/$\Delta n_{CPWR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPWR</td>
<td>61.554°</td>
<td>61.632°</td>
<td>0.078°</td>
<td>0.028°</td>
<td>0.00036</td>
</tr>
<tr>
<td>SPR</td>
<td>68.39°</td>
<td>68.51°</td>
<td>0.12°</td>
<td>1.44°</td>
<td>0.012</td>
</tr>
</tbody>
</table>

Refractive index change from molecular thin film adsorption

For comparing the performance in probing a molecular thin film on the surface of the CPWR and the SPR sensors, the reflectivity curves for an adsorbed layer (1 nm, 2 nm, and 3 nm) having a refractive index 1.46 were simulated. The simulated performances of these two sensors are shown in Figure 7-4 for the (a) SPR and the (b) CPWR. The ratio of the resolutions of these two types of sensors is used as a parameter to show the better performance of CPWR.
Figure 7-4: Calculation results of reflectivity curves for 0 nm, 1 nm, 2 nm and 3 nm molecular thin film adsorption on the surface of (a) SPR and (b) CPWR devices.
The parameters for the reflectivity profiles for both sensors are listed in Table 7-2 for the situation without any molecular film and with a 3 nm molecular film. As a result, the CPWR sensor has 1.4 times better resolution compared to the SPR sensor.

Table 7-2: Parameters of reflectivity profiles for the CPWR and the SPR for non-molecular thin film and 3 nm molecular thin film adsorption.

<table>
<thead>
<tr>
<th>Sensor type</th>
<th>resonance angle for 0 nm</th>
<th>resonance angle for 3 nm</th>
<th>resonance angle shift</th>
<th>FWHM Δθ</th>
<th>Δn_{SPR} / Δn_{CPWR}</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPWR</td>
<td>61.554°</td>
<td>61.564°</td>
<td>0.01°</td>
<td>0.028°</td>
<td>1.4</td>
</tr>
<tr>
<td>SPR</td>
<td>68.39°</td>
<td>68.76°</td>
<td>0.37°</td>
<td>1.44°</td>
<td></td>
</tr>
</tbody>
</table>

In both cases of the refractive index change in bulk solution and a molecular film adsorption, the CPWR has better resolution theoretically compared to the traditional SPR sensor. Based on this configuration (36 nm silver, 5 nm silicon dioxide and 140 nm aluminum oxide), the CPWR sensor are fabricated and characterized with the reflectivity curve measurements.
Fabrication of CPWR

Microscope slides were used as the substrates. The same examining and cleaning procedures in Appendix 2 were used. A 36 nm silver film was deposited using the electron beam evaporation under approximately $10^{-6}$ Torr vacuum. Without breaking the vacuum, an additional 5 nm SiO$_2$ film was deposited on the surface of the silver film for protection. During the deposition, a layer of a mask was used to cover half of the slide surface to prevent the deposition of silver. The sample was then transferred to an ALD tool, and a 140 nm of Al$_2$O$_3$ film was deposited. The reflected intensity of the total reflection from the area without the silver film was used as the reference signal. A picture of the final device is shown in Figure 7.5. The reflectivity curve is generated by taking the ratio of the CPWR sensing signal to the total reflection signal.
Figure 7-5: Picture of the final CPWR sensor. Half of the area was coated with silver as the CPWR sensing area. The other half area was used to collect the total reflection intensity beyond the critical incident angle.

Sensor Calibration

After the deposition of each layer, the quality and thickness of this layer were examined. The traditional angular interrogation method was set-up to measure the reflectivity curve, as shown in Figure 7-6. A He-Ne laser was used as the incident beam. A polarizer was used to select the desired polarization. An objective lens was used to focus the beam into a 25 μm pin-hole to eliminate higher spatial frequency of the beam. An achromatic doublet was used to collimate the light after the pin-hole. An iris was used to select a desired size of the incident beam. The device was fixed on top of a rotation stage for angle scan measurement. A prism coupler was used to couple the beam into the device to generate the waveguide resonance. The reflected beam intensity was measured by a power meter for each incident angle. The device at different phase of fabrication was examined in air or water solution for characterization. By using a Mathematic program (Appendix 9), simulation result was used to match the measured transmittance and obtain the thickness of each layer.
Figure 7-6: Traditional angular interrogation method for the CPWR device performance test.

Thickness of the silver film

The device without an aluminum oxide layer has the conventional SPR structure, and only TM polarized incident light can be used to excite the SP wave, as shown in Figure 7-7.
Figure 7-7: Thickness examination of silver and silicon dioxide layers. TM polarized incident light is used to excite SP wave.

The reflectivity against the incident angle curve was shown in Figure 7-8 for both the experimental and simulation results. For the simulation, the thickness of silver was 40.6 nm and the thickness of silicon dioxide was 6.9 nm. The reflectivity at the resonance angle was not as low as the simulation result, as there was a small inaccuracy in the determination of the optical constants and thickness of the films.
Figure 7-8: The thickness examination for the layer of silver and silicon dioxide. The blue dots are experimental results from the angular interrogation measurement. The pink solid line is simulation result with a 40.6 nm silver layer and a 6.9 nm silicon dioxide layer in air.

Thickness of the aluminum oxide layer

After the deposition of the aluminum oxide layer, the reflectivity was measured with the same set-up with a TE polarized incident light, as shown in Figure 7-9.
Figure 7-9: Thickness examination of aluminum oxide layer. TE polarized incident light is used to excite waveguide resonance.

The same thicknesses for the silver film and the silicon dioxide film were kept for the reflectivity simulation to examine the thickness of the aluminum oxide layer. The experiment and simulation results were shown in Figure 7-10. Because the configuration of the CPWR was designed to deliver a sharp resonance in the aqueous environment, this particular measurement was collected in air only for the purpose of the device characterization.
Figure 7-10: Reflectivity against incident angular profile of the CPWR device in air. The blue dots are experimental results from the angular interrogation measurement. And the yellow solid line is the simulation result with a 40.6 nm silver layer, a 6.9 nm silicon dioxide layer and a 151.6 nm aluminum oxide layer in air.

The CPWR device was tested in an aqueous environment. The measured and the simulated reflectivity profiles were shown in Figure 7-11. For the simulation, the calibrated thickness of each layer was kept the same and only the cladding medium was changed from air to water. The angular resonance was much narrower and deeper when compared to the device worked in air.
Figure 7-11: Reflectivity against incident angle of CPWR device working in water solution. Blue dots are experimental results from the angular interrogation measurement. And the red solid line is the simulation result with a 40.6 nm silver layer, a 6.9 nm silicon dioxide layer and a 151.6 nm aluminum oxide layer in water.

Conclusions

We have shown here that CPWR devices need to be properly designed and fabricated in order to materialize a performance improvement over SPR sensors. By using atomic layer deposition to create a high quality optical waveguide over a silver film, we have properly designed and experimentally achieved a CPWR device of
outstanding performance that surpasses any other CPWR devices reposted so far in literature and reaches superior performance compared to the conventional SPR.

To demonstrate its small resolution, a pump/probe experiment with a real-time fluorescence intensity decay measurement with this CPWR sensor is described in Chapter 8 by using an angle-multiplexed interrogation system.
CHAPTER 8

APPLICATION OF THE COUPLED PLASMON WAVEGUIDE RESONANCE

Introduction

The traditional angular interrogation method needs a relatively long time (usually minutes) to scan enough range of incident angles for a surface plasmon resonance (SPR) measurement. Extremely high mechanical and temperature stabilities during the angular scan are needed to resolve small resonance angle shift from a molecular thin film. Experimental set-ups having the real-time detection ability are more desirable to show details of the molecular assembly processes. To achieve the real-time measurement for a molecular thin film studies, an angle-multiplexed system is introduced for the reflectivity measurements. With the small resolution of the CPWR sensors, the kinetics of the fluorescence intensity decay process of a Ru-complex in nano-second scale is examined.

Angle-Multiplexed System

An angle-multiplexed optical system was built up to have a broadband of incident angles and an ICCD was used to collect the angular spectra information with a nano-second time scale, as shown in Figure 8-1.
Figure 8-1: Set-up of the angle-multiplexed system.

For the set-up alignment, a He-Ne laser was used as the light source. A polarizer was used to select the polarization. After the polarizer, an objective was used to focus the light into the 25 μm pin-hole. Behind the pin-hole an achromatic doublet was used to collimate the beam to achieve uniform distribution of the incident light. An iris was placed after the achromatic doublet to select the size of the incident beam. Since the ICCD detector has an 18 cm diameter opening, the iris opening was set at the same size. Another achromatic doublet (500 mm effective focal length, Thorlabs AC 254-500-A1) was used to focus the light on the CPWR to excite the waveguide resonance. Another identical achromatic doublet (500 mm effective focal length, Thorlabs AC 254-500-A1) was used to collect and collimate the reflected light into the ICCD detector. With the size of the beam (18 mm in
diameter), the number of pixels (1024 × 256) and the size of a pixel (26 μm × 26 μm) of the ICCD camera, each pixel was related to a particular incident angle. The range of the incident angle was 2.06° with each pixel corresponding to 0.002°.

After the alignment with the 633 nm laser beam, the position of the CPWR on the rotation stage was fixed and only the vertical dimension was adjusted to the reference area or the CPWR sensing area. Based on the calibration result from Section 7.4, the resonant incident angle was at 62.15° and FWHM was 0.1°. The ICCD camera was set as black-white intensity image mode. When the He-Ne laser beam hit the CPWR sensing area, a dark line would appear in the middle of the image by rotating the rotation stage, as shown in Figure 8-2.

![Image](image.png)

Figure 8-2: Pictures of the ICCD images for the angular resonance when a CPWR sensor working in an aqueous solution.

The same sample calibrated in Section 7.4 was tested with the angle-multiplexed set-up without any excitation laser beam. In Figure 8-3, the raw ICCD
intensity counts against pixel number was plotted for both the reference signal and the CPWR sensing area.

![Graph showing reflected intensity against pixel number profiles for CPWR sensing area and reference area.](image)

Figure 8-3: Reflected intensity against the pixel number profiles for the CPWR sensing area and the reference area.

In order to calculate the reflectivity for this set-up, Equation 8-1 was used with the dark signal, $I_D$ (with He–Ne laser off), the reference signal of the total reflection, $I_T$, and the CPWR signal, $I_W$.

$$Ref = \frac{I_W - I_D}{I_T - I_D}$$

(8-1)

The reflectivity curve achieved using the angle-multiplexed approach was compared to the results of the simulation and the traditional scanning angular
measurements from Section 7.4.2, as shown in Figure 8-4. A consistency was observed among these three curves. With the angle-multiplexed system, the CPWR was capable of the real-time measurements with a small angular resolution.

Figure 8-4: Reflectivity curves measured by the angle-multiplexed system compared to the experimental result from the conventional angular interrogation and simulation result for the same CPWR device in an aqueous environment.

**Fluorescence Intensity Decay Experiment**

With the angle-multiplexed system, an experiment of fluorescence intensity decay in nano-second scale is used to show the small resolution of the CPWR sensor. The molecules adsorption process is monitored by the He-Ne laser. The fluorescence
intensities at specific time delay after the pulsed laser excitation are measured [216-218].

**Experiment preparation**

Because the aluminum oxide film was hydrophobic, to immobilize molecules a 1 nm layer of PEG silane (2-[methoxy-(polyethyleneoxy)propyl]trimethoxysilane) was functionalized on the Al$_2$O$_3$ surface by the molecular vapor deposition.

The fluorescent molecule Ru(bpy)$_2$(mcbpy-O-Su-ester)(PF$_6$)$_2$ (Ru-complex, molecular weight 1,014.66 g/mol, formula is C$_{36}$H$_{29}$F$_{12}$N$_7$O$_4$P$_2$Ru) is used. Its chemical structure is shown in Figure 8-5. The excitation wavelength is 458 nm. The fluorescent emission wavelength is 628 nm, which is close to the wavelength of the He-Ne laser. The lifetime for the fluorescence is approximately 500 ns. The Ru-complex was mixed with anhydrous acetonitrile (99.8%) to make a stock solution. For the experiment, the stock solution was diluted to a concentration of 8 μM with 7 mM phosphate buffer of and 1 mM NaCl. The pH value was 7.2.
Figure 8-5: Chemical expression of Ru-complex.

To excite the fluorescence, a pulsed laser (Continuum, Panther EX OPO with doubler and Surelite SL I-20) was used from the backside of the flow cell, as shown in Figure 8-6. The excitation beam was aligned with the He-Ne laser beam. The molecules located inside of this excitation beam area were excited, and the fluorescence, having the same wavelength as the He-Ne laser beam, was coupled out through the reflection light path into the ICCD camera. Another polarizer was used in the spectra collection light path, and a 550 nm long-wave pass filter (Thor Laboratories) was placed in front of the ICCD to eliminate any scattered light of the pulsed laser beam.
Figure 8-6: Top view of the flow cell mounted on a rotation stage. The blue arrow represents the excitation pulsed laser beam. This beam is aligned with the He-Ne laser beam at the same spot on the CPWR sensor.

Reference signals collection

The He-Ne- laser was on and the buffer solution was injected into the flow cell. A reflected intensity profile from the reference signal area was collected for the total reflection intensity. Then the device was moved vertically to the CPWR sensing area for a reflectivity curve measurement. The set-up for the ICCD of this experiment were 1000 frames of accumulation with no gain and gated mode with 100 ns exposure time for each frame.
A group of control signals were collected to show that there was no fluorescence signal from the CPWR device under the excitation laser beam. The He-Ne laser was turned off and the tunable pulsed laser was turned on. The pulsed laser beam was centered at 458 nm with the pulse having approximately 5 ns duration. The pulses were set with a repetition rate at 20 Hz. An external trigger from the pulsed laser was sent to the ICCD camera. The angular spectrum was taken at the delay of 10 ns, 120 ns, 230 ns, 340 ns, 450 ns, and 1000 ns after the external trigger. The ICCD exposure parameters were set to a 10 ns exposure time, 15,000 frames accumulation, and a gain of 50. No fluorescence was detected from the CPWR sensor in the buffer solution.

Ru-complex adsorption

For characterization of the adsorption process of the Ru-complex on the waveguide surface, the He-Ne laser was turned on and the pulsed laser was turned off. The exposure time for the ICCD for this step was set as 1000 frames of accumulation with no gain and 10 ns gated mode. A reference signal was collected first. The Ru-complex solution was slowly injected into the flow cell. When no further resonance angle shift was observed, the buffer solution was injected into the flow cell to remove non adsorbed Ru-complex molecules. This step was used to prevent the floating ones from being excited by the pulsed laser beam and affecting the signal from the surface immobilized ones. Angular reflectivity profile was measured at different time until a new equilibrium was achieved. Figure 8-7 shows the angular reflectivity traces using the He–Ne laser for the pure buffer solution, 6
minutes after the Ru-complex sample injection, and 4 minutes after the flow cell flushing.

![Graph showing resonance angle shift](image)

Figure 8-7: Resonance angle shift for the Ru-complex molecule adsorption monitoring.

The data showed that after the adsorption process reached the equilibrium, the angle of resonance increased by 0.021°. When the flow cell was flushed with the buffer solution, the resonant angle shifted backward by 0.018°, indicating desorption of the loosely bound molecules. By comparing the final angular spectrum to the one of pure buffer solution, resonant angle had a small but consistent increase of 0.003°, indicating that Ru-molecules were indeed adsorbed on the surface of the device.
Kinetics of the fluorescent decay

After a molecular thin film of Ru-complex was immobilized on the surface of the CPWR device, the He–Ne laser was turned off and the pulsed laser was turned on to excite these Ru-complex molecules. The same set-up for the pulsed laser and delay measurement for the control group signals were used for Ru-complex molecules.

The fluorescence intensity at different time delay was shown in Figure 8-8 for TE polarization. Upon excitation, the adsorbed Ru-complex molecules radiated in every direction, and the light that was partially transmitted through the device and the prism was captured. However, the light emitted at the resonant angle was substantially coupled into the waveguide mode which created a dip in the trace of the angular spectrum, as shown in Figure 8-8. With increasing time delays, the fluorescence emission intensity surrounding this dip was decreased. This conclusion was supported by the fact that the resonance angle location of the dip was the same as the resonant angle, shown in Figure 8-7 when the system was at the equilibrium after the buffer flushing. The reflectivity curve was shifted evenly to show the difference.
Figure 8-8: Fluorescence intensity profiles for TE polarized incident light at different time delay.

The height of the dips for different time delay was used to calculate the fluorescence lifetime of the Ru-complex film. The result was shown in Figure 8-9 with an exponential fitting. The emission lifetime was 439 ns based on the fitting result, which was consistent with the expected value of 500 ns (Sigma Aldrich).
Figure 8-9: Exponential fitting for the time constant of Ru-complex fluorescence decay by using the height of the dip from each time delay.

The same experiments with TM polarized incident light were carried out and the reflected intensity curves were shown in Figure 8-10. As expected, no strong coupling occurred in these measurements because the waveguide layer could not support a TM polarized guided mode. The reflectivity curve was shifted evenly for each time delay.
Figure 8-10: Fluorescence intensity profiles for TM polarization at different time delay.

Conclusions

A small angular resolution CPWR sensor combined with an angle-multiplexed experiment set-up was used to test fluorescence intensity decay process in real-time with nano-second scale. With the ability of detection of a sub-monolayer in real-time, this combination can be used to detect other processes involving a low surface concentration of molecules and fast evolutions.
CHAPTER 9

SUMMARY AND OUTLOOKS

Summary

Two novel optical analytical techniques based on single-mode optical waveguides were designed, fabricated and experimentally characterized for molecular assembly studies.

The electro-active single-mode integrated optical waveguide (EA-SM-IOW) was achieved by creating a transparent and conductive ultra-thin indium tin oxide (ITO) film over a SM-IOW. A precise sputtering deposition process and a combination of different annealing procedures were used to optimize the optical and electrical properties of the ITO electrode. The spectroscopic features of the ultra-thin ITO films under three types of potential modulations were thoroughly investigated. As the results have shown, the imaginary component of the ITO refractive index was the major contributor to the dependence on the applied potential of the out-coupled optical intensity propagating along the EASM-IOW. As such optical signal represented baselines for spectroelectrochemical experiments investigating surface adsorbed redox species, a new analytical strategy was developed for retrieving accurate electrochemical information under alternating...
current potential modulation in impedance measurements. Experimental demonstration have shown that the EA-SM-IOW platform could detect and characterize surface coverage of redox active species as low as $10^{-15}$ mol/cm$^2$. With the extremely high sensitivity of the novel optical analytical platform and the accurate methodology for retrieving electrochemical information, optical impedance spectroscopy measurements were applied to study electron transfer processes of the cytochrome c proteins directly adsorbed to the ITO electrode under different surface concentration and different ionic strength situations. High surface density of redox species and electrolyte solution with strong ionic strength have shown to slower the electron transfer process between the cytochrome c proteins and the ITO electrode surfaces.

A coupled plasmon waveguide resonance (CPWR) platform was developed by creating a high quality single mode waveguide based of a dielectric aluminum oxide film on top of a thin layer of silver. The experimental characterization has proven a deep and narrow resonance for our novel device, as predicted theoretically and superior to any other reports described so far in the literatures. Experimental tests for changes in the refractive index of a bulk solution and the growth of a molecular adsorbate were examined for conventional SPR and CPWR under their best theoretical configurations. CPWR has shown a smaller and therefore a better angular resolution for both cases. An angle-multiplexed system was built up to excite the CPWR with a broadband incident angle. At the resonance angle, a dark line corresponding to the resonance angle was observed. The fluorescent from a surface immobilized Ru-complex molecular assembly was tested with a pulse laser.
excitation source. The kinetics of the fluorescent decay was captured by using an ICCD camera with a nano-second time resolution.

Outlooks

With these two sensitive optical analytical tools, molecular assemblies at low surface densities can be studied for fundamental research, and novel sensors can be implemented to increase sensing limits.

Based on the optimized optical and electrical properties of the ITO film, EA-SM-IOW platform creates several opportunities for electrochemical sensing applications.

Sensors for the detection of superoxide radical and characterization of their concentrations influence on antioxidants have attracted great interests. Increasing evident show that superoxide is related to many human diseases. This radical has shown strong activity to proteins, DNA, and lipid layer cell compartments, so it has a short life time typically from millisecond to second. It is a byproduct of a few enzyme reactions, so the physiological concentration is quite low, in the order of $10^{-11}$ M. One of the analytical tools is based on the reduction of the cytochrome c proteins by the superoxide radical. A potential can apply to the electrode to oxidize the cytochrome c proteins, which generates a current proportional to the concentration of the superoxide. The challenge for these sensors has been the low concentration of cytochrome c proteins that can be immobilized on the electrode surface for the current signal generation. Different types of mediator layers have
been tested to enhance the detection signals [3-6]. With the new OIS methodology and EA-SM-IOW platform, the optical probing strategy described here can be applied to detect superoxide radical in low concentration to overcome those challenges.

The EA-SM-IOW technology can also be applied towards the development of novel optoelectronic materials and devices, as in solar cells[219-221], organic light emitting diodes (OLED) [222] and organic substrates [223]. Taking the solar energy application as an example, there is a strong need for development of novel materials, as the wide band gap of conventional materials is efficient to collect only a small part of the sun light spectrum (in the ultra violet band). Novel synthesized materials are expected to be designed for enhancing optical absorption in the visible and infrared bands for better usage of the solar energy. Understanding the photon induced electron transfer process in a donor-accepter linked system under well-defined conditions is essential for improving devices performances and efficiency. Improving the charge generation efficiency, slowing the recombination processes and increasing the collection efficiency are major tasks of research for these organic materials [224]. The EA-SM-IOW platform can be a useful tool to study the electron transfer process in those inhomogeneous organic materials.
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Appendix 1: Mathematica program for the guided waveguide mode, effective refractive index, sensitivity and electric field distribution across the layers for a multi-layer structure with TE polarization incident light

Clear \([\lambda]\);
\[
\lambda = 550;
\]
\[
n_c = 1.33211;
\]
\[
n_1 = 1.9; t_1 = 13;
\]
\[
n_2 = 1.51; t_2 = 16;
\]
a = 1.64576; b = 42.89898; c = 308958233.142;
\[
n_2 = a + \frac{b}{\lambda^2} + c/\lambda^4; t_3 = 400;
\]

\[
n_s = 1.51;
\]
\[
\alpha_c = \sqrt{n_c^2 - \beta^2};
\]
\[
\alpha_1 = \sqrt{n_1^2 - \beta^2};
\]
\[
\alpha_2 = \sqrt{n_2^2 - \beta^2};
\]
\[
\alpha_3 = \sqrt{n_3^2 - \beta^2};
\]
\[
\alpha_s = \sqrt{n_s^2 - \beta^2};
\]
\[
\delta_1 = \frac{2\pi}{\lambda} \alpha_1 t_1;
\]
\[
\delta_2 = \frac{2\pi}{\lambda} \alpha_2 t_2;
\]
\[
\delta_3 = \frac{2\pi}{\lambda} \alpha_3 t_3;
\]
\[
p_c = 1; p_c = 1; p_c = 1; p_c = 1; p_c = 1;
\]
\[
q_c = -\alpha_c; q_1 = -\alpha_1; q_2 = -\alpha_2; q_3 = -\alpha_3; q_s = -\alpha_s;
\]
\[ M_1 = \begin{pmatrix} \cos[\delta_1] & -\frac{ip_1}{q_1} \sin[\delta_1] \\ -\frac{iq_1}{p_1} \sin[\delta_1] & \cos[\delta_1] \end{pmatrix}; \]

\[ M_2 = \begin{pmatrix} \cos[\delta_2] & -\frac{ip_2}{q_2} \sin[\delta_2] \\ -\frac{iq_2}{p_2} \sin[\delta_2] & \cos[\delta_2] \end{pmatrix}; \]

\[ M_3 = \begin{pmatrix} \cos[\delta_3] & -\frac{ip_3}{q_3} \sin[\delta_3] \\ -\frac{iq_3}{p_3} \sin[\delta_3] & \cos[\delta_3] \end{pmatrix}; \]

\[ D_c = \begin{pmatrix} p_c & p_c \\ q_c & -q_c \end{pmatrix}; \]

\[ D_s = \begin{pmatrix} p_s & p_s \\ q_s & -q_s \end{pmatrix}; \]

\[ M_t = \text{Inverse}[D_c] \cdot M_1 \cdot M_2 \cdot M_3 \cdot D_s; \]

\[ m_{11} = \text{Abs}[M_t[[1,1]]]; \]

\[ \text{Plot}[m_{11}, \{\beta, n_s, n_3\}]; \]

\[ \text{FindRoot}[m_{11} == 0, \{\beta, n_s + 0.001, \text{Max}[n_1, n_2, n_3] - 0.001\}]; \]

\{ \beta \rightarrow 1.59702 \}

Clear[z]

\beta = 1.5978;

\lambda = 550;

\[ n_c = 1.33211; \]
\[ n_1 = 1.9; t_1 = 13; \]
\[ n_2 = 1.46; t_2 = 15; \]
\[ a = 1.64576; b = 42.89898; c = 308958233.142; \]
\[ n_3 = a + \frac{b}{\lambda^2} + c/\lambda^4; \]
\[ t_3 = 15; \]
\[ n_s = 1.51; \]
\[ \eta_c = \sqrt{n_c^2 - \beta^2}; \]
\[ \eta_1 = \sqrt{n_1^2 - \beta^2}; \]
\[ \eta_2 = \sqrt{n_2^2 - \beta^2}; \]
\[ \eta_3 = \sqrt{n_3^2 - \beta^2}; \]
\[ \eta_s = \sqrt{n_s^2 - \beta^2}; \]
\[ \delta_1 = \frac{2\pi}{\lambda} \alpha_1 t_1; \]
\[ \delta_2 = \frac{2\pi}{\lambda} \alpha_2 t_2; \]
\[ \delta_3 = \frac{2\pi}{\lambda} \alpha_3 t_3; \]
\[ M_1 = \begin{pmatrix} \cos[\delta_1] & i \sin[\delta_1] \\ i \eta_1 \sin[\delta_1] & \cos[\delta_1] \end{pmatrix}; \]
\[ M_2 = \begin{pmatrix} \cos[\delta_2] & i \eta_2 \sin[\delta_2] \\ i \eta_2 \sin[\delta_2] & \cos[\delta_2] \end{pmatrix}; \]
\[ M_3 = \begin{pmatrix} \cos[\delta_3] & i \eta_3 \sin[\delta_3] \\ i \eta_2 \sin[\delta_3] & \cos[\delta_3] \end{pmatrix}; \]
\[ Y_s = \left(\frac{1}{\eta_s}\right) \text{Exp} \left[-i \frac{2\pi}{\lambda} a_s z\right]; \]
\[ Y_3 = \left(\frac{1}{\eta_s}\right) M_3; \]
\[ Y_2 = \left(\frac{1}{\eta_s}\right) \begin{pmatrix} \cos[\frac{2\pi}{\lambda} a_3 t_3] & i \eta_3 \sin[\frac{2\pi}{\lambda} a_3 t_3] \\ i \eta_3 \sin[\frac{2\pi}{\lambda} a_3 t_3] & \cos[\frac{2\pi}{\lambda} a_3 t_3] \end{pmatrix} M_2; \]
\[ Y_1 = M_1 \left(\frac{1}{\eta_s}\right) \begin{pmatrix} \cos[\frac{2\pi}{\lambda} a_2 t_2] & i \eta_2 \sin[\frac{2\pi}{\lambda} a_2 t_2] \\ i \eta_2 \sin[\frac{2\pi}{\lambda} a_2 t_2] & \cos[\frac{2\pi}{\lambda} a_2 t_2] \end{pmatrix} \begin{pmatrix} \cos[\frac{2\pi}{\lambda} a_3 t_3] & i \eta_3 \sin[\frac{2\pi}{\lambda} a_3 t_3] \\ i \eta_3 \sin[\frac{2\pi}{\lambda} a_3 t_3] & \cos[\frac{2\pi}{\lambda} a_3 t_3] \end{pmatrix} \]
\[ Y_c = \text{Exp}\left( i \frac{2\pi}{\lambda} a_z z \right) \left( \frac{1}{\eta_z} \right) \left( \begin{array}{c}
\cos \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\eta_1 \sin \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\end{array} \right) \left( \begin{array}{c}
\frac{i}{\eta_2} \sin \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\cos \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\end{array} \right) \left( \begin{array}{c}
\cos \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\frac{i}{\eta_2} \sin \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\eta_2 s \sin \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\cos \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\end{array} \right) \left( \begin{array}{c}
\cos \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\frac{i}{\eta_3} \sin \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\eta_3 \sin \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\cos \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\end{array} \right) \]

\[ \text{depth}=500; \]
\[ \text{height}=2\times10^7/500; \]
\[ \text{normalization}=\text{NIntegrate}[(\text{Re}[Y_s [[1]]])^2,\{z,-\text{depth},0\}] \]
\[ +\text{NIntegrate}[(\text{Re}[Y_s [[1]]])^2,\{z,0,t_3\}] \]
\[ +\text{NIntegrate}[(\text{Re}[Y_s [[1]]])^2,\{z,t_2,0\}] \]
\[ +\text{NIntegrate}[(\text{Re}[Y_s [[1]]])^2,\{z,0,t_1\}] \]
\[ +\text{NIntegrate}[(\text{Re}[Y_s [[1]]])^2,\{z,0,\text{depth}\}]; \]
\[ Y_0 \]
\[ = \left( \frac{1}{\eta_z} \right) \left( \begin{array}{c}
\cos \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\eta_1 \sin \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\end{array} \right) \left( \begin{array}{c}
\frac{i}{\eta_2} \sin \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\cos \left( \frac{2\pi}{\lambda} a_1 t_1 \right) \\
\end{array} \right) \left( \begin{array}{c}
\cos \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\frac{i}{\eta_2} \sin \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\eta_2 \sin \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\cos \left( \frac{2\pi}{\lambda} a_2 t_2 \right) \\
\end{array} \right) \left( \begin{array}{c}
\cos \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\frac{i}{\eta_3} \sin \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\eta_3 s \sin \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\cos \left( \frac{2\pi}{\lambda} a_3 t_3 \right) \\
\end{array} \right) \]

\[ g_s = \text{ParametricPlot}[\{z,(1\times10^7/\text{normalization})(\text{Re}[Y_s [[1]]])^2,\{z,-\text{depth},0\},\text{PlotRange}\rightarrow\{(\text{depth},\text{depth}+t_1+t_2+t_3,0,\text{height})\},\text{AspectRatio}\rightarrow\text{Full},\text{PlotLabel}\rightarrow\text{field intensity distribution}]; \]
\[ g_3 = \text{ParametricPlot}[\{z,(1\times10^7/\text{normalization})(\text{Re}[Y_s [[1]]])^2,\{z,0,t_3\},\text{PlotRange}\rightarrow\{\{-\text{depth},\text{depth}+t_1+t_2+t_3,0,\text{height}\}\},\text{AspectRatio}\rightarrow\text{Full},\text{PlotLabel}\rightarrow\text{field intensity distribution}]; \]
\[ g_2 = \text{ParametricPlot}[\{z+t_3,(1\times10^7/\text{normalization})(\text{Re}[Y_s [[1]]])^2,\{z,0,t_2\},\text{PlotRange}\rightarrow\{\{-\text{depth},\text{depth}+t_1+t_2+t_3,0,\text{height}\}\},\text{AspectRatio}\rightarrow\text{Full},\text{PlotLabel}\rightarrow\text{field intensity distribution}]; \]
\[ g_1 = \text{ParametricPlot}[\{z+t_2+t_3,(1\times10^7/\text{normalization})(\text{Re}[Y_s [[1]]])^2,\{z,0,t_1\},\text{PlotRange}\rightarrow\{\{-\text{depth},\text{depth}+t_1+t_2+t_3,0,\text{height}\}\},\text{AspectRatio}\rightarrow\text{Full},\text{PlotLabel}\rightarrow\text{field intensity distribution}]; \]
\[ g_c = \text{ParametricPlot}[\{z+t_1+t_2+t_3,(1\times10^7/\text{normalization})(\text{Re}[Y_s [[1]]])^2,\{z,0,\text{depth}\},\text{PlotRange}\rightarrow\{\}-\]
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\[ g_0 = \text{ParametricPlot}\left[ \left\{ z + t_1 + t_2 + t_3, (1 \times 10^7/\text{normalization}) \cdot \text{Re}[Y_0[[1]]]^2 \right\}, \{ z, -10, 10 \}, \text{PlotRange} \to \{\{-\text{depth}, \text{depth} + t_1 + t_2 + t_3\}, \{0, \text{height}\}\}, \text{AspectRatio} \to \text{Full}, \text{PlotStyle} \to \text{Red}, \text{PlotLabel} \to \text{field intensity distribution}\right]; \]

\text{Show}\left[ g_5, g_3, g_2, g_1, g_c, g_0 \right]$

\text{Print}["Sensitivity/cm = ", (1 \times 10^7/\text{normalization}) \cdot \text{Re}[Y_0[[1]]]^2]\]

\text{Sensitivity/cm = \{5176.2\}}
Appendix 2: Surface relief grating fabrication

Micro glass slides (VWR) were used as the substrates. To avoid any propagation loss from the surface scratches, the glass slides were examined first. Qualified glass slides were put in the heated (60°C) micro-detergent solution for 10 minutes of sonication and then wiped with cotton tips. The same step was repeated and followed by a DI water rinse. The slides were then put into heated (90°C) piranha solution for 10 minutes and then rinsed with DI water. The slides were put into heated (60°C) methanol solution for 10 minutes of sonication and blown dry with N₂ gas. After this cleaning procedure, both organic and inorganic contaminations were cleaned. Cleaned slides were put into an oven for 1 hour to minimize surface moisture for photoresist (1805) spinning process. Another heating process in oven was applied to promote the photoresist adhesion to the glass surface after the spinning. A layer of black paint was applied on the back side of the glass slide to minimize the backside reflection during the UV exposure. The holography set-up to expose photoresist for the grating pattern was described in Appendix Figure 1(a). The exposure source was a He-Cd laser with 442 nm. An objective lens was used to focus the laser beam into a 10 μm pin-hole to cut the high spatial frequency. A lens was used to collimate the beam. An iris was put in front of the collimating lens to prevent the beam hitting the edge of the lens. Another iris (16 cm in diameter opening) was put after the collimating lens to select the size of the exposure area. With the photoresist side facing the laser beam, the slide was put on top of a rotation stage, right behind a 90 degree prism.
Appendix Figure 1: (a) Schematic figure of holography set-up for generation of the grating pattern and photoresist exposure. 1: He-Cd laser, 2: shutter, 3: mirror, 4: objective, 5: 10 μm pin hole, 6: iris, 7: collimating lens, 8: iris, 9: photoresist coated glass slide with black paint covered back side, 10: right angle prism, and 11: rotation stage. (b) Interference pattern. Beam A’ is the reflection of beam A from the prism surface. Beam A’ interferes with beam B and generates interference pattern on photoresist layer.
One half of the enlarged beam (A) hit the prism and was reflected by the surface (A’). The other half (B) hit the photoresist coated glass slide. Beam A’ and beam B generate an interference pattern on the photoresist layer, as shown in Appendix Figure 1 (b). By rotating the stage, the interference pattern could be changed which modify the period of the grating. By changing the timer on the shutter, a suitable exposure time (approximately 5 seconds) was selected based on the power (approximately 2.4 mW) of the laser beam after passing through all the optical elements. One side of the slide was exposed first, then the slide was flipped and the other side was exposed.

After the exposure, the slide was put into a beaker containing diluted 351 chemical developer solution (351 developer: DI water = 1:4) to develop the exposed photoresist. The beaker was put on top of a stirring plate with a mild stirring level. Littrow configuration was used to monitor the development process with a 543 nm incident laser beam, and a power meter was used to measure the -1 order of transmission ($T_{-1}$) intensity [225], as shown in Appendix Figure 2 (a). In Littrow configuration, the – 1 order of reflection (R-1) was aligned with incident light. When $T_{-1}$ was at maximum as shown in Appendix Figure 2 (b), the exposed photoresist was totally developed with an aspect ratio of 50:50. Then the slide was immediately taken out of the beaker, rinsed with DI water and blown dry with N₂.
Appendix Figure 2: (a) Littrow configuration for the diffraction intensity monitoring in chemical development. (b) Intensity of the diffracted beam during a chemical developing process.
Ion milling was used to transfer the grating pattern from the photoresist layer to the glass slide with 3 minutes of CF$_4$ and 7 minutes of Ar plasma in sequence. The same cleaning a micro glass slide was used to remove undeveloped photoresist. SEM image of one grating sample was shown in Appendix Figure 3. The pitch size of this grating was 315 nm as measured.

![SEM image of a surface relief grating sample.](image)

Appendix Figure 3: SEM image for a surface relief grating sample.

Before coating the aluminum oxide waveguide layer on top of the surface relief grating substrate, the slides were examined again for scratches and contamination that possibly generated during previous fabrication processes. The grating diffraction efficiency also was examined with Littrow configuration. The
incident angle can be calculated with Equation Appendix 1-1 under the condition of 
\[ \theta_{out} = \theta_{in}, \quad n_{out} = n_{in} = 1, \quad \text{and} \quad m = -1. \] 
For 543 nm incident light and 323 nm pitch size grating, \( \theta_{in} \) is 57.2 degree theoretically. With this incident angle, possible diffraction orders are only 0, -1. The diffraction efficiency measurement is shown in Appendix Figure 4. A beam splitter is used to measure \( R_{-1} \) beam indirectly through \( R'_{-1} \).

\[
n_{out} \cdot \sin \theta_{out} = n_{in} \cdot \sin \theta_{in} + m \frac{\lambda}{A}
\]

\[
-2n_{in} \cdot \sin \theta_{in} = -\frac{\lambda}{A}
\]  
(Appendix 1-1)

Appendix Figure 4: Littrow configuration for the diffraction efficiency measurement.
In Appendix table 1, the measured diffraction efficiencies were shown for both left and right side gratings of one sample. The measured incident angles were close to the theoretical calculation. The summation of intensities of all the diffracted and reflected beams was close to the incident beam, and no other diffraction orders were observed.

Appendix table 1: Diffraction efficiency measurement

<table>
<thead>
<tr>
<th></th>
<th>$I_{in}(\mu W)$</th>
<th>$R_0(\mu W)$</th>
<th>$T_0(\mu W)$</th>
<th>$R_{-1}(\mu W)$</th>
<th>$T_{-1}(\mu W)$</th>
<th>Total percentage</th>
<th>$\theta_{in}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left grating</td>
<td>1152.8</td>
<td>154.4</td>
<td>912</td>
<td>36.61</td>
<td>44.7</td>
<td>96.7 %</td>
<td>2.3°</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3.2%)</td>
<td>(3.9%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right grating</td>
<td>1200</td>
<td>149.6</td>
<td>930.5</td>
<td>52.12</td>
<td>65.3</td>
<td>99.79 %</td>
<td>2.1°</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.3 %)</td>
<td>(5.4%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 3: Mathematica program based the transfer-matrix method for the transmittance calculation for a multi-layer structure

Clear[θ, λ, n₀, nₘ, Nₑ, M, Vₛ, Vₚ, Uₛ, Uₚ]
θ = 0;
M = 600;
λᵢ = 300; λᵢ = 900;
n₀ = 1.00;
t₁ = 7; t₂ = 16; t₃ = 409;
nₘ = 1.51;
i = 0;
Label[aa];
λ = λᵢ - i (λᵢ - λᵢ)/M;
Nₑ = n₀ Sin[πθ/180];
n₁ = 2.1 - 0.00011 I;
n₂ = 1.46 - 0.00012 I;
n₃ = (1.64576 + 42.89898/λ² + 308958233.142/λ⁴) - 0.01;
χ₀ = Abs[Re[√n₀² - Nₑ²]] - Abs[Im[√n₀² - Nₑ²]] I;
η₀ = χ₀;
p₀ = n₀²/χ₀;
χ₁ = Abs[Re[√n₁² - Nₑ²]] - Abs[Im[√n₁² - Nₑ²]] I;
η₁ = χ₁;
p₁ = n₁²/χ₁;
δ₁ = 2π/λ t₁ x₁;
χ₂ = Abs[Re[√n₂² - Nₑ²]] - Abs[Im[√n₂² - Nₑ²]] I;
η₂ = χ₂;
p₂ = n₂²/χ₂;
δ₂ = 2π/λ t₂ x₂;
χ₃ = Abs[Re[√n₃² - Nₑ²]] - Abs[Im[√n₃² - Nₑ²]] I;
η₃ = χ₃;
\[\eta_3 = \frac{n^2}{\chi_3};\]
\[
\delta_3 = \frac{2\pi}{\lambda} t_3 \chi_3;\]
\[
\chi_m = \text{Abs}[\text{Re}\sqrt{n^2_m - N^2_e}] - \text{Abs}[\text{Im}\sqrt{n^2_m - N^2_e}] \lambda;\]
\[
\eta_m = \chi_m;\]
\[
\eta_m = \frac{n^2_m}{\chi_m};\]
\[
M_s = \begin{pmatrix}
\cos[\delta_1] & \frac{\sin[\delta_1]}{\eta_1} \\
\frac{1}{\eta_1} \sin[\delta_1] & \cos[\delta_1]
\end{pmatrix}
\begin{pmatrix}
\cos[\delta_2] & \frac{\sin[\delta_2]}{\eta_2} \\
\frac{1}{\eta_2} \sin[\delta_2] & \cos[\delta_2]
\end{pmatrix}
\begin{pmatrix}
\cos[\delta_3] & \frac{\sin[\delta_3]}{\eta_2} \\
\frac{1}{\eta_2} \sin[\delta_3] & \cos[\delta_3]
\end{pmatrix};
\]
\[
M_p = \begin{pmatrix}
\cos[\delta_1] & \frac{\sin[\delta_1]}{\eta_1} \\
\frac{1}{\eta_1} \sin[\delta_1] & \cos[\delta_1]
\end{pmatrix}
\begin{pmatrix}
\cos[\delta_2] & \frac{\sin[\delta_2]}{\eta_2} \\
\frac{1}{\eta_2} \sin[\delta_2] & \cos[\delta_2]
\end{pmatrix}
\begin{pmatrix}
\cos[\delta_3] & \frac{\sin[\delta_3]}{\eta_2} \\
\frac{1}{\eta_2} \sin[\delta_3] & \cos[\delta_3]
\end{pmatrix};
\]
\[
V_s = \left(\frac{1}{\eta_m}\right);\]
\[
U_s = M_s V_s;\]
\[
V_p = \left(\frac{1}{\eta_m}\right);\]
\[
U_p = M_p V_p;\]
\[
B_s = U_s[1,1];\]
\[
C_s = U_s[2,1];\]
\[
B_p = U_p[1,1];\]
\[
C_p = U_p[2,1];\]
\[
R_s = \text{Re}\left[\frac{s_{\eta_0}B_s-C_s}{s_{\eta_0}B_s+C_s}\right] \text{conjugate}\left(\frac{s_{\eta_0}B_s-C_s}{s_{\eta_0}B_s+C_s}\right);\]
\[
T_s = \text{Re}\left[\frac{4s_{\eta_0}\text{Re}[s_m]}{s_{\eta_0}B_s+C_s}\right] \text{conjugate}\left(\frac{1}{s_{\eta_0}B_s+C_s}\right);\]
\[
A_s = \text{Re}\left[\frac{4s_{\eta_0}\text{Re}[B_s]+\text{conjugate}[c_s]-s_{m}}{s_{\eta_0}B_s+C_s}\right] \text{conjugate}\left(\frac{1}{s_{\eta_0}B_s+C_s}\right);\]
\[
R_p = \text{Re}\left[\frac{p\eta_0B_p-C_p}{p\eta_0B_p+C_p}\right] \text{conjugate}\left(\frac{p\eta_0B_p-C_p}{p\eta_0B_p+C_p}\right);\]
\[
T_p = \text{Re}\left[\frac{4p\eta_0\text{Re}[\eta_m]}{p\eta_0B_p+C_p}\right] \text{conjugate}\left(\frac{1}{p\eta_0B_p+C_p}\right);\]
\[ A_p = Re\left[ \frac{4 \eta_0 \Re[B_p \conjugate{c_p} - s \eta_m]}{\eta_0 B_p + c_p} \right] \conjugate{\left( \frac{1}{\eta_0 B_p + c_p} \right)} \]
Appendix 4: Normalized transmittance curves for TE and TM polarization incident light, and for different thicknesses of ultra-thin ITO films under CV potential scan.

The spectroscopic features of the ultra-thin ITO layers under the CV potential scans in neutral phosphate buffer were examined for different thicknesses films and different polarized incident light.

Both 13 nm and 8 nm ultra-thin ITO films were tested, and the calculated normalized transmittance profiles were plotted for different laser beams as shown in Appendix Figure 5. For the CV potential scan, a range from + 0.8 V to - 0.4 V was used with 0.02V/s speed. The internal trigger for the ICCD camera was set as 2 Hz. The exposure time for each frame was 200 ms. No strong difference could be observed for 13 nm and 8 nm ITO film under the same CV potential scan. The normalized curve was shifted by one unit to show the difference.
Appendix Figure 5: Normalized transmittance profiles for 13 nm and 8 nm ITO films under the same CV potential scan. The potential modulation is plotted.

Both TE and TM polarize incident light were used to test a 13 nm ultra-thin ITO films, and the calculated normalized transmittance profiles were plotted for different laser beams as shown in Appendix Figure 6. The same CV potential scans were used for each laser beam and there was no difference could be observed for the two polarized incident light. The normalized curve was shifted by one unit to show the difference.
Appendix Figure 6: Normalized transmittance profiles with different polarized incident light for a 13 nm ITO film under the CV potential scan.

The similar spectroscopic features of ultra-thin ITO films under the same CV potential scan were observed among cases of different thickness of ITO layer and different polarized incident light.
Appendix 5: Out-coupled intensity against the incident angle profiles for the ultra-thin ITO film under the constant potential step from different probing laser beams

The spectroscopic features of the ultra-thin ITO layers under the constant potential step in a neutral phosphate buffer were examined with different laser beams. In Appendix Figure 7, the results of out-coupled intensity against incident angle profiles from 502 nm, 543 nm and 633 nm were shown along with the comparison to the CV potential scan results in normalized transmittance. From all these three laser beams, the same phenomenon as 514 nm and 594 nm laser beams was observed. The coupling angle did not shift severely between the potential steps. The absorbance oscillations between the potential steps were dominant, and the oscillations trend was decided by the probing wavelength.
(b)
Appendix Figure 7: The out-coupled intensity against incident angle is shown as the top graph, and the comparison of the normalized transparence between the constant potential step and the CV potential scan is shown on the bottom side graph for each laser beam (a) 502 nm, (b) 543 nm and (c) 633 nm.
Appendix 6: Examination of the ultra-thin ITO film under AC impedance potential modulation with TE and TM polarized light

The spectroscopic features of the ultra-thin ITO layers under the AC impedance potential modulation were examined with both TE and TM polarized incident light. In Appendix Figure 8, the ratios of the real AC component over the DC component and the ratios of the imaginary AC component over the DC component were plotted in the format of complex planes for both polarization incident lights. The potential modulation frequency increased in the clockwise direction. No difference could be observed.

Appendix Figure 8: Ratio of AC component over DC component in complex planes for both polarized incident lights.
Appendix 7: Potential different calibration between the homemade pseudo Ag/AgCl reference electrode and the standard Ag/AgCl reference electrode

A homemade pseudo Ag/AgCl wire was used as a reference electrode, as mentioned in Chapter 3. For the purpose to obtain the accurate information of the formal potential for a redox reaction, the potential difference of the pseudo reference electrode in a buffer solution (5mM NaH₂PO₄) was calibrated with the standard Ag/AgCl reference electrode (CHI) in a 1 M KCl solution. The standard Ag/AgCl electrode has a potential of + 0.197 V difference when compared to the standard hydrogen reference electrode.

First, a directly potential difference was measured by a potential-meter between the pseudo Ag/AgCl reference electrode and the standard Ag/AgCl reference electrode. With the standard electrode connected to the positive side, and the pseudo electrode connected to the negative side, the potential difference was -0.0793 V.

Second, the open circuit potentials were compared with a three-electrode system. An EA-SM-IOW device was used as a working electrode, and a Pt wire was used as the counter electrode. Different working electrodes (EA-SM-IOW devices) were used. The average of the potential difference between the standard and the pseudo Ag/AgCl reference electrodes was -0.0828 V.

The third test was carried out in comparing cytochrome c protein redox reaction formal potentials under a CV potential scans with 0.2 V/s speed from -0.4 V
to 0.4 V. An extremely high bulk concentration (100 μM) of original oxidized cytochrome c was tested. As shown in Appendix Figure 9, the red current curve was from using the standard reference electrode, and the formal potential of the redox reaction was 0.0420 V by taking the middle point of two faradaic current peak potentials. And it was close to the reference results for cytochrome c protein in a solution environment under the same condition. The blue current curve was from using the pseudo reference electrode, and the formal potential was −0.0515 V. The difference was −0.0935 V. The purpose of using this high bulk concentration of cytochrome c and this high potential scan speed was to make the electrical faradaic current peaks easily identified.

Appendix Figure 9: The formal potential of the redox reaction from high bulk concentration of cytochrome c proteins.
Taking all three tests into account, the average of the potential difference between the pseudo and the standard Ag/AgCl reference electrode is - 0.0852 V.
Appendix 8: Examination of cytochrome c proteins redox reaction under different AC potential amplitude

Different amplitudes of AC impedance modulations were used to test the EA-SM-IOW working electrode performance. 5 mV, 10 mV, and 15 mV were tested. The active surface coverage was plotted against the angular frequency at -0.1 V DC bias, as shown in Appendix Figure 10. As expected, the lower AC amplitude, the fewer cytochrome c proteins under the redox reaction were detected. The relationship of the active surface coverage and the AC potential amplitude was examined by selecting data from the slowest oscillation angular frequency, as shown in the inset. A linear fit was used. The active surface coverage from the 15 mV AC potential amplitude was in the linear range.
Appendix Figure 10: Optical impedance results of active surface coverage under different AC potential amplitude. A linear fit of the surface coverage and AC potential amplitude is shown in the inset.
Appendix 9: Mathematica program for the SPR and the CPWR reflectivity simulation

Clear[\[Lambda], n0, nm, Ne, M, T]
\[Lambda] = 633;
M = 1000;
[Theta]i = 60; [Theta]f = 70;
n0 = 1.51509;

n1 = 0.090 - 4.1 I; t1 = 52;

n2 = 1.46; t2 = 5;

n3 = (1.64576 + 42.89898/\[Lambda]^2 + 308958233.142/\[Lambda]^4) - 0.0 I; t3 = 150;

n4 = 1.46; t4 = 0;
nm = 1.33211;
i = 0;
Label[aa];

[Theta] = [Theta]f - i ([Theta]f - [Theta]i)/M;

Ne = n0 Sin[\[Pi] [Theta]/180];

\[Chi]0 = Abs[Re[\[Sqrt]n0^2 - Ne^2]] - Abs[Im[\[Sqrt]n0^2 - Ne^2]] I;

s\[Eta]0 = \[Chi]0;
p\[Eta]0 = n0^2/\[Chi]0;

\[Chi]1 = Abs[Re[\[Sqrt]n1^2 - Ne^2]] - Abs[Im[\[Sqrt]n1^2 - Ne^2]] I;

s\[Eta]1 = \[Chi]1;
p\[Eta]1 = n1^2/\[Chi]1;

[Delta]1 = \(\frac{2\pi}{\[Lambda]}\) t1 \[Chi]1;

\[Chi]2 = Abs[Re[\[Sqrt]n2^2 - Ne^2]] - Abs[Im[\[Sqrt]n2^2 - Ne^2]] I;

s\[Eta]2 = \[Chi]2;
p\[Eta]2 = n2^2/\[Chi]2;

[Delta]2 = \(\frac{2\pi}{\[Lambda]}\) t2 \[Chi]2;

\[Chi]3 = Abs[Re[\[Sqrt]n3^2 - Ne^2]] - Abs[Im[\[Sqrt]n3^2 - Ne^2]] I;

s\[Eta]3 = \[Chi]3;
p\[Eta]3 = n3^2/\[Chi]3;

\[Chi]4 = Abs[Re[\[Sqrt]n4^2 - Ne^2]] - Abs[Im[\[Sqrt]n4^2 - Ne^2]] I;

s\[Eta]4 = \[Chi]4;
p\[Eta]4 = n4^2/\[Chi]4;
\[ \delta_3 = \frac{2\pi}{\lambda} \tau_3 \chi_3; \]
\[ \chi_4 = \text{Abs}[\text{Re}\left(\sqrt{n_4^2 - N_4^2}\right)] - \text{Abs}[\text{Im}\left(\sqrt{n_4^2 - N_4^2}\right)] I; \]
\[ \eta_4 = \chi_4; \]
\[ \eta_4 = n_4^2 / \chi_4; \]
\[ \delta_4 = \frac{2\pi}{\lambda} \tau_4 \chi_4; \]
\[ \chi_m = \text{Abs}[\text{Re}\left(\sqrt{n_m^2 - N_m^2}\right)] - \text{Abs}[\text{Im}\left(\sqrt{n_m^2 - N_m^2}\right)] I; \]
\[ \eta_m = \chi_m; \]
\[ \eta_m = n_m^2 / \chi_m; \]
\[ M_s = \begin{pmatrix} \cos[\delta_1] & 1 \sin[\delta_1] \\ 1 \eta_1 \sin[\delta_1] & \cos[\delta_1] \end{pmatrix} \begin{pmatrix} \cos[\delta_2] & 1 \sin[\delta_2] \\ 1 \eta_2 \sin[\delta_2] & \cos[\delta_2] \end{pmatrix} \]
\[ M_p = \begin{pmatrix} \cos[\delta_1] & 1 \sin[\delta_1] \\ 1 \eta_1 \sin[\delta_1] & \cos[\delta_1] \end{pmatrix} \begin{pmatrix} \cos[\delta_2] & 1 \sin[\delta_2] \\ 1 \eta_2 \sin[\delta_2] & \cos[\delta_2] \end{pmatrix} \]
\[ V_s = \begin{pmatrix} 1 \\ \eta_m \end{pmatrix}; \quad T_s = M_s V_s; \]
\[ V_p = \begin{pmatrix} 1 \\ \eta_m \end{pmatrix}; \]
\[ T_p = M_p V_p; \]
\[ B_s = T_s[1,1]; C_s = T_s[2,1]; \]
\[ B_p = T_p[1,1]; C_p = T_p[2,1]; \]
\[ R_s = \text{Re}[\eta_0 B_s - C_s] / \text{conjugate}(\eta_0 B_s + C_s); \]
\[ T_s = \text{Re}[4\eta_0 \text{Re}[\eta_m] B_s] / \text{conjugate}(\eta_0 B_s + C_s); \]
\[ A_s = \text{Re}[4\eta_0 \text{Re}[B_s] \text{conjugate}(C_s) - \eta_m] / \text{conjugate}(\eta_0 B_s + C_s); \]
\[ R_p = \text{Re}[\eta_0 B_p - C_p] / \text{conjugate}(\eta_0 B_p + C_p); \]
\[ T_p = \text{Re}[4\eta_0 \text{Re}[\eta_m] B_p] / \text{conjugate}(\eta_0 B_p + C_p); \]
\[ A_p = Re\left[ \frac{4\eta_0 Re[B_p \text{ conjugate}[C_p] - \eta m]}{\eta_0 B_p + C_p} \right] \text{ conjugate}\left( \frac{1}{\eta_0 B_p + C_p} \right); \]

Theta \[ i \] = \theta;

\[ R_s \[ i \] = R_s; R_p \[ i \] = R_p; \]

Print[\theta];

Print\[\frac{4n \eta_0}{(n + \eta_0)^2} T_s];\]

\[ i += 1; \]

\[ \text{If} [i < (M + 1), \text{Goto}[aa]]; \]

saf0 = Table[\{\Theta[i], R_s[i], R_p[i] \}, \{i, 0, M, 1\}];

Export["saf0.xls", saf0];
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